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Abstract—A chiller plant includes chillers, cooling towers and 

pumps. Chiller minimum up/down times (MUDTs) are relatively 

long among a plant but short as compared with the time interval. 

MUDT constraints are generally ignored in optimization but 

handled heuristically. With the numbers of active units and 

nonlinear heat exchange, chiller plant optimization is a mixed-

integer nonlinear problem. Complexity of the problem will 

increase if MUDT constraints are considered. In this paper, 

potential energy savings and complexity increase caused by 

considering such constraints are explored. To obtain near-

optimal solutions efficiently, a method is developed based on a 

recent decomposition and coordination approach. Chiller 

subproblems are solved in two steps, first without MUDT 

constraints to establish stage-wise costs. Then possible state 

transitions are developed based on MUDT constraints from the 

states with feasible costs before Dynamic Programming (DP) is 

used. For practical problems, MUDT constraints are rarely 

violated. A second method is developed with DP replaced by local 

search to reduce computational effort. Numerical testing shows 

that our second method is faster and without much performance 

degradation as compared with the first one. However, energy 

savings are small with complexity increased significantly by using 

both methods as compared with those where MUDTs are handled 

after optimization. Therefore, there is no need to consider MUDT 

constraints in optimization. 

 
Index Terms—chiller plant optimization, decomposition and 

coordination, dynamic programming, local search, minimum 

up/down times. 

I. INTRODUCTION 

typical chiller plant includes chiller, cooling tower, 

primary pump and condenser pump subsystems as shown 

in Fig. 1. Chiller minimum up/down times (MUDTs) are 

relatively long among a chiller plant but short as compared 

with the time interval. MUDT constraints are generally 

ignored in operation optimization but handled heuristically. 

With the numbers of active units and nonlinear heat exchange, 
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chiller plant optimization is a mixed-integer nonlinear problem 

which is combinatorial. Complexity of the problem will 

increase if MUDT constraints are considered since on/off 

statues of chillers will depend on not only current cooling load 

but also previous statues of chillers. To explore potential 

energy savings and complexity increase caused by considering 

such constraints, in this paper, chiller plant optimization with 

MUDT constrains is studied by using a plant with identical 

units in each subsystem. The results are compared with those 

where such constraints are handled heuristically. As suggested 

by industry partners, 20 min and 10 min are used as chiller 

minimum up and down times, respectively. Since cooling 

requirements often change slowly, 10 min is used as a time 

interval. With short MUDTs, the problem is solved by looking 

ahead one hour. 

 
Fig. 1. Schematic of a chiller plant (Decision variables are in blue and 
depended variables are in red) 

In Section II, papers for optimization with chiller MUDT 

constraints are reviewed first, followed by problems with 

similar characteristics. In Section III, a formulation with 

MUDT constraints is established based on our previous work.  

In Section IV, to solve the problem efficiently and obtain 

near-optimal solutions, a novel method is developed by using 

a recent decomposition and coordination approach (i.e., 

surrogate augmented Lagrangian relaxation) combined with 

modified Dynamic Programming (DP). Since chillers are 

identical, with chillers coupled across time, the numbers of 

active chillers at current and previous time are used as 

augmented states. Stage-wise costs are established without 

MUDT constraints. Possible state transitions across time are 

developed based on MUDT constraints from the states with 

feasible costs before DP is used. For practical problems where 

MUDT constraints are rarely violated, a second method is 

developed with DP replaced by Local Search (LS) to reduce 

computational effort.  

In Section V, two examples are tested. Example 1 

demonstrates that the performance of our two methods is 
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good, and SALR+LS is fast without much performance 

degradation as compared with SALR+DP for problems where 

MUDT constraints are rarely violated. Based on a practical 

cooling load profile, Example 2 shows that energy savings by 

using our two methods are small as compared with those 

where MUDT constraints are handled heuristically. Therefore, 

there is no need to consider such constraints in optimization.  

II. LITERATURE REVIEW 

In this section, papers for operation optimization with 

chiller MUDTs are reviewed first. Since there are only a few 

papers focusing on such problems, problems with similar 

characteristics (e.g., mixed-integer, nonlinear and with MUDT 

constraints) are also reviewed.  

For chiller plant optimization, MUDT constraints are 

generally ignored [1-5] and only a few papers considering 

such constraints [6-7]. For example, a chiller plant with four 

chillers where two of them are always online was studied in 

[6]. Each chiller was equipped with a condenser pump and a 

primary pump. Once a chiller is online, the corresponding 

pumps are online. Stage-wise costs were obtained by ignoring 

MUDT constraints. Then Dijkstra was used by selecting the 

paths that satisfy MUDT constraints. Since only on/off statues 

of two chillers and cooling towers need to be determined, the 

problem is much simpler than our problem. Computational 

time is not presented and energy savings caused by 

considering MUDT constraints is not shown.  

Similarly, a chiller sequencing problem with different 

chillers was studied in [7]. Chillers were the only units 

considered in the paper and chilled/condenser water supply 

temperatures were assumed fixed. Chiller models were simple 

quadratic functions of cooling loads. The problem was solved 

based on a decomposition and coordination approach, 

Lagrangian Relaxation (LR), to reduce computational effort. 

Stage-wise costs are obtained without MUDT constraints and 

possible state transitions were generated based on MUDT 

constraints for DP to be used. Since chillers are the only units 

in the system, the problem is much simpler as compared with 

our problem. Computational time was not presented and no 

conclusion is made on energy savings caused by considering 

MUDT constraints. In addition, standard LR suffers from 

complexity difficulties, zigzagging and slow convergence, and 

optimal dual values are needed in the optimization process. As 

an improvement of LR, surrogate Lagrangian relaxation (SLR) 

overcomes such difficulties by using surrogate subgradients 

and convergence was proved in [8]. To further accelerate the 

speed of convergence and reduce coupling constraint 

violations, Surrogate Augmented Lagrangian Relaxation 

(SALR) was developed recently [9]. The key idea is adding 

quadratic penalty terms for the coupling constraints that are 

difficult to be satisfied. In this paper, SALR is used to 

efficiently obtain near-optimal solutions for our problem. 

Since there are not many papers focusing on chiller plant 

optimization with MUDT constraints, problems with similar 

characteristics such as with MUDT constraints [18-20] and 

mixed-integer nonlinear problems [16-17] are reviewed. For 

example, with long MUDTs, MUDT constraints are 

commonly considered in unit commitment problems [18-20]. 

The problems are generally mixed-integer linear problems 

which are different from our problem which is with short 

MUDTs and highly nonlinear models. In addition, a chiller 

plant with multiple chillers was studied in [16]. 

Chilled/condenser water supply temperatures are assumed 

constant and the chiller model becomes a quadratic function of 

cooling loads. Complexity of the problem is much reduced as 

compared with our problem. 

III. PROBLEM FORMULATION 

In this section, with chiller MUDTs considered, a problem 

formulation based on our previous work [10] is presented. 

Cooling requirements are assumed to be provided by load 

forecasting every 10 min with good performance.  

A.  Chiller Model 

A commonly used chiller model for optimization is adopted 

and presented as follows [11-12]. 

Chiller power consumption  

Chiller power consumption is derived by rated power 

consumption at a reference condition with adjustments as 

  ,
ch cws chws ch ch,ref
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,ch
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Q t
PLR t =

Q ×CAPFT
      (6) 

where Pch,ref is power consumption at a reference condition, 

Qch,ref is cooling capacity at a reference condition, EIR is 

energy input to cooling output ratio, CAPFT is a cooling 

capacity adjustment for Qch. EIRFT and EIRFPLR are 

adjustments for EIR, and ai, bi and di are coefficients.  

In this work, condenser water supply temperature Tcws is a 

parameter obtained based on the wet-bulb temperature Twb 

according to a conventional strategy and chiller water supply 

temperature Tchws is a decision variable. As the formulation 

shows, the model is complex and highly nonlinear. 

Heat exchange of chillers  

As Fig. 1 shows, heat is absorbed by the evaporator and 

rejected by the condenser in a chiller. Heat exchange for the 

evaporator is 

         ,ch p chchw chwr chwsQ t = C m t T t T t      (7) 

where Cp is water specific heat, Tchwr is chilled water return 

temperature, and �̇�chchw is chiller chilled water mass flow rate.  

Heat rejected by the condenser Qcd is similar to Qch and is not 

repeated. According to energy balance, we have  

     .ch ch cdP t +Q t = Q t        (8) 

Cooling load provided by a chiller is assumed proportional 

to chiller capacity [13]. With identical chillers used, cooling 
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provided by chillers are the same, and should satisfy the 

building cooling requirements Qdemand(t) as 

     ,ch demandx t Q t Q t         (9) 

where x(t) is the number of active chillers at time t.  

Since cooling provided by a chiller has lower and upper 

bounds, the number of active chillers should also satisfy  

     ,min ,max ,ch demand chx t Q Q t x t Q        (10) 

where Qch,min and Qch,max are the minimum and maximum 

cooling provided by a chiller, respectively.   

Minimum up/down Time Constraints  

For our problem, minimum up time is 20min and minimum 

down time is 10min. Since the time interval and minimum 

down time are the same, there is no violation when turning on 

chillers. Violation occurs when turning off chillers that are 

online for less than two time intervals. With identical chillers 

used, to satisfy MUDT constraints, we have  

     1 2 ,x t x t x t           (11) 

where the left side denotes the number of chillers turned off at 

time t and the right side denotes the number of active chiller at 

time t-2.   

B. Cooling Tower Model  

A typical cooling tower has a fan producing air and heat 

exchange occurs between the air and the condenser water. An 

empirical model from [14] is used and shown as follows.  

Cooling tower power consumption  

 
3

,

,nom

,cta

ct ct nom

cta

m t
P P

m

 
   

 
       (12) 

where Pct,nom is the nominal power consumption and �̇�cta,nom is 

the nominal air mass flow rate.  

The nonlinear heat exchange model, York cooling tower 

model, based on the approach temperature is used. The model 

can be found at Modelica building library [14] 

Builings.Fluid.HeatExchangers.CoolingTowers.Correlations.y

orkCalc. Details are not presented. 

C. Variable-speed Pump Model 

Pumps are the units that circulate water and the amount of 

water is controlled by pressures in practice. In optimization, 

pumps are often modeled by using mass flow rates of the 

water directly for simplicity. Based on [15], we have  

   

3
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  2 3

var 1 2 3 4 ,ppm ppm ppm ppmX k k X k X k X       (15) 

where �̇�ppw,nom is the nominal primary pump mass flow rate, 

�̇�ppw is primary pump mass flow rate, kpp, App and ki are 

coefficients. 

Condenser pumps are similar as primary pumps, and are not 

presented here.  

D. Coupling Constraints between Subsystems 

As Fig. 1 shows, chilled water of primary pumps flows into 

chillers, and condenser water of condenser pumps flows into 

chillers and then flows into cooling towers. Based on mass 

balance, we have 

       ,App ppw chchwN t m t x t m t     (16) 

       ,Acp cpw chcwN t m t = x t m t      (17) 

       = ,Act ctcw chcwN t m t x t m t      (18) 

where NApp, NAcp and NAct are the numbers of active primary 

pumps, condenser pumps and cooling towers, respectively. 

To separate chillers and cooling towers, water return 

temperatures for both subsystems are introduced. For the 

equations related to chillers, Tcwr_ch is used to replace Tcwr and 

for the equations related to cooling towers, Tcwr_ct is used to 

replace Tcwr, and we assume that  

   _ _ .cwr ch cwr ctT t T t        (19) 

E. The Objective Function and the Optimization Problem 

The objective is to minimize chiller plant power 

consumption for a chiller plant with identical units in each 

subsystem with MUDT constraints. The problem is shown as:        

 

       

, , , , , ,

1

min ,

with 

Act App Acp chws ppw cpwx N N N T m m

T

ch Act ct

t

J

J x t P t N t P t


   
 

                 Act ct Acp cpN t P t N t P t        (20) 

subject to heat exchange constraints, lower and upper bounds, 

coupling constraints and MUDT constraints. Since the 

problem is solved by looking ahead one hour and the time 

interval is 10min, T is 6 in our study. 

IV. SOLUTION METHODOLOGY 

With identical chillers and short MUDTs, a novel method is 

developed by using a decomposition and coordination 

approach. Chiller subproblems are solved by first ignoring 

MUDT constraints to obtain stage-wise costs. Then possible 

state transitions are developed based on such constraints for 

DP to be used. The relaxed problem and subproblems are 

presented in Subsection A. The dual function and feasible 

solutions are presented in Subsection B. For problems where 

MUDT constraints are rarely violated, a second method is 

developed with DP replaced by local search in Subsection C. 

A. SALR + DP  

The Relaxed Problem 

A recent decomposition and coordination method, Surrogate 

Augmented Lagrangian Relaxation (SALR) [9], is used to 

efficiently obtain near-optimal solutions. Coupling constraints 

(16-19) are relaxed by using Lagrangian multipliers λ and a 

penalty term for (16) which is difficult to be satisfied is added. 

The relaxed problem is 
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subject to heat exchange constraints, lower and upper bounds 

and MUDT constraints.  

Chiller subproblem  

By collecting all the terms related to chillers and replacing 

variables of other subsystems (i.e., NApp
k-1 

and ṁppw
k-1

) by using 

solutions of previous iterations, chiller subproblem at k
th

 

iteration is obtained as:  
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   (22) 

subject to (7-11).  

As the formulation shows, the subproblem is complicated 

with highly nonlinearity and coupled across time. Since 

identical chillers are used, based on (11), the numbers of 

active chiller at time t-1 and t, (x1(t-1), x2(t)), are used as 

states, and stage-wise costs are established by using a 

commonly used nonlinear method, Sequential Quadratic 

Programming (SQP), without considering MUDT constraints 

first. With (10) considered, if the solution is not feasible (i.e., 

the number of chillers cannot satisfy cooling requirements), 

the cost of the state is assumed to be infinite. From the states 

with feasible costs, possible state transitions are created based 

on MUDT constraints. Then, DP is used to obtain the final 

solution of the subproblem. 

 

Fig. 2. Possible state transition for a chiller plant with four identical chillers  

Figure 2 shows possible state transitions for a chiller plant 

with four identical chillers. Minimum and maximum cooling 

load provided by the chiller is 140 KW and 700 KW, 

respectively. Cooling requirements Q are [500 KW, 2400 KW, 

500 KW, 1300 KW, 1800 KW, 2800 KW]. Blue dots 

represent the states with infeasible costs where the numbers of 

active chillers cannot satisfy cooling load requirements. For 

example, since minimum cooling provided by four chillers 

(i.e., 560 KW) is higher than the requirement 500 KW at t=1, 

the solution is infeasible when x1(1) is 4. The state (4, 1) at t=2 

is shown by a blue dot. State transition is created from pink 

dots based on MUDT constraints.  

Cooling tower subproblem and pump subproblem 

By collecting all the terms related to cooling towers, 

cooling tower subproblem at k
th

 iteration is obtained as: 

 
  

1

min , with ,
Act

T

ct ct ct
N t

L L l t  


       (23) 

           ct

k

ct Act ct Act ctcwl t N t P t t N t m t   

    T _ ,k

cwr ctt T t               (24) 

subject to heat exchange and lower and upper bound 

constraints. Since cooling tower subproblems are not coupled 

across time, with identical cooling towers, SQP is used to 

solve (24) by considering all the possible cases where the 

number of active cooling tower satisfies the cooling 

requirement. The final solution of the subproblem is the one 

with minimum cost.  

Pump subproblems are obtained and solved similarly as the 

cooling tower subproblem. Details are not presented.  

The Dual Problem and Feasible Solutions 

The solutions of the subproblems are coordinated through 

the iterative updating of multipliers to maximize the high-level 

dual function. The dual function is shown as: 

 
max ,with .ch ct pp cpq q L L L L



       (25) 

Multipliers are updated based on (26-28) after solving one 

subproblem, and then used for next subproblem until the dual 

function is maximized [8, 9].  

        1 ,k k k kt t s t g x t         (26) 
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k k
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      (27) 

 
1

1 , 0 1, 1, 1, 2, ...,p

k M k p M k


        (28) 

where s is the stepsize, M and p are constants, k is the number 

of iterations and g̃ is the augmented surrogate subgradient. 

Solutions obtained above may not be feasible for the original 

problem with coupling constraints relaxed. To obtain feasible 

solutions, the numbers of active units obtained are checked 

and used directly or with modification by increasing or 

decreasing the number of active units. Then, SQP is used to 

obtain continuous variables for the entire problem.  

B. SALR + Local Search 

For practical problems, MUDT constraints are rarely 

violated. To reduce computational effort, a second method is 

developed with DP replaced by Local Search (LS). The first 

two steps including establish state costs and developing 
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possible transitions are the same as those of SALR+DP. Then, 

the states with minimum costs are marked by stars and 

checked. If there are MUDT constraint violations, the related 

states are moved up or down to new states until MUDT 

constraints are satisfied. If more than one new state is 

obtained, the one with minimum cost is the solution. For 

example, according to Fig. 2, violation occurs in the first 

transition. The new state is obtained by moving the first state 

up from (1, 4) to (3, 4). Computational effort of SALR+LS is 

reduced as compared to SALR+DP. Solution quality may not 

be as good as SALR+DP, while the difference is small for the 

problem where MUDT constraints are rarely violated as 

implies in our results.  

C. Baseline 

In practical, chiller plants are often operated based on rules. 

For studies focusing chiller plant optimization, MUDT 

constraints are generally ignored but handled heuristically 

after the optimization process. Based on our previous work on 

chiller plant optimization [10], a baseline is defined with 

following strategies: SALR combined with sequential 

quadratic programming is used without considering MUDT 

constraints; the solutions are checked to see whether MUDTs 

are satisfied. If not, the on/off statuses of a chiller at previous 

time will be used. 

V. NUMERICAL TESTING 

The methods presented above have been implemented in 

MATLAB 2013a on a Core i7 2.8 GHz laptop with 16 GB 

memory. Two examples are tested. Example 1 is to show the 

ideas and intuition of our methods. In Example 2, we resolve 

the problem of Example 1 by using a 5 hours’ cooling load 

profile to show energy savings by using our methods as 

compared with the baseline.  

Example 1 

In this example, a chiller plant with 4 units in each 

subsystem is used. The time interval is 10 min since cooling 

load requirements slowly in practice. With short minimum 

up/down times (i.e., 20min/10min), the chiller plant 

optimization problem with MUDT constraints is solved by 

looking ahead 1 hour using our methods. The rated capacity of 

the chiller is 703 KW. Model coefficients of chillers are from 

Modelica standard library and pumps are from [15]. Cooling 

requirements tested are [465.40 KW, 1463.5 KW, 464.64 KW, 

452.66 KW, 455.04 KW, 459.84 KW] based on a profile of 

UConn’s chiller plant. Penalty coefficient c is updated as 

c=c0×β
k
. Stopping criteria is ║λ

k
- λ

k -1
║≤ ε|λ

k
| with ε=0.001.   

As mentioned earlier, lower bounds are obtained after 

convergence. With coupling constraints relaxed, the solutions 

may not be feasible. To obtain feasible solutions, discrete 

variables obtained by solving the relaxed problems are used 

and SQP is applied to solve the entire problem. Results for 

lower bounds, feasible costs (i.e., plant power consumption), 

gaps between feasible costs and lower bounds, CPU and the 

number of iterations are shown in Table I. According to the 

results, power consumption at t=1 by using SALR+DP and 

SALR+LS are the same. The numbers of active chillers, 

cooling towers, primary pumps and condenser pumps are [2, 

3, 1, 1, 1, 1], [2, 4, 2, 2, 2, 2], [2, 4, 1, 1, 1, 1] and [3, 4, 3, 3, 3, 

3], respectively. Chilled water supply temperatures are [4.44 
0
C, 5.63 

0
C, 5.04 

0
C, 4.76 

0
C, 4.82 

0
C, 4.93 

0
C]. Mass flow 

rates of primary pumps and condenser pumps are [8.10 kg/s, 

9.29 kg/s, 11.10 kg/s, 10.53 kg/s, 10.64 kg/s, 10.87 kg/s] and 

[8.33 kg/s, 19.19 kg/s, 8.33 kg/s, 8.33 kg/s, 8.33 kg/s, 8.33 

kg/s], respectively. MUDT constraints are satisfied. 
 

Table I Optimized results with MUDT constraints 
 

 SALR+DP SALR+LS LR+DP 

Lower Bound 511.76 511.58 501.79 

Feasible cost 
(KW) 

513.12 513.12 513.12 

Gap (%) 0.27 0.30 2.21 

CPU(s) 36.64  24.38 359.65 

Number of 

iterations 

210 155 1000 

 

According to Table I, gaps of our two methods are small 

showing that the quality of the solutions is good. SALR+LS is 

better than SALR+DP in terms of computational time and the 

number of iterations. This is reasonable because there is only 

one violation if MUDT constraints are not considered and 

fewer steps are needed to obtain solutions that satisfy MUDT 

constraints for SALR+LS as compared with SALR+DP.  

To show the performance of our methods, LR+DP from [7] 

is used for comparison. With penalty for constraints that are 

difficult to be satisfied added and multipliers updated after 

solving one subproblem, CPU and the number of iterations of 

SALR are much less than those of standard LR. The results 

show that both of our methods are better than LR+DP in terms 

of CPU and solution quality. 

To show energy savings by considering MUDT constraints, 

the baseline presented in Section IV Subsection C is used for 

comparison. Without considering MUDT constraints, the 

numbers of active chillers are [1, 3, 1, 1, 1, 1]. Since there is 

one violation, based on baseline strategies, the numbers 

become [1, 3, 3, 1, 1, 1]. The numbers of active cooling 

towers, primary pumps and condenser pumps are [2, 4, 2, 2, 2, 

2], [2, 4, 1, 1, 1, 1] and [3, 4, 3, 3, 3, 3], respectively. CPU is 

around 4.07 s. Power consumption is 545.82 KW. According 

to the results, CPU is around 6 times as compared with results 

of the baseline and power consumption is increased by 2%. 

Computational time implies that complexity of the problem 

with MUDT constraints is increased significantly as compared 

with the baseline. 

Example 2 

Based on a cooling load profile of UConn’s chiller plant, we 

resolve the problem in Example 1 by using our methods. The 

profile is shown in Fig. 3. The time interval is 10 min since 

cooling load requirements slowly in practice. With short 

minimum up/down times (i.e., 20min/10min), the problem is 

solved at the beginning of each time interval by looking ahead 

one hour. To show energy savings caused by considering 

MUDT constraints, the baseline presented in section IV is 

used for comparison.  

As implies in Fig. 3, MUDT constraints are rarely violated. 

Power consumption with and without MUDT constraints are 
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the same for most of the time as shown in Fig. 4. Energy 

saving caused by considering such constraints in optimization 

is around 1.71% as compared with the baseline. 

Computational time of using SALR+DP and is around 6 times 

of the computational time of the baseline. Since energy saving 

caused by considering MUDT constraints in optimization is 

small as compared with the baseline with computational time 

increased significantly, there is no need to consider MUDT 

constraints in optimization. The performance of our methods 

under uncertainties is beyond the scope of this paper. 

Nevertheless, the performance of our method without MUDT 

constraints under input uncertainties is being studied and 

preliminary results show that our method is robust. 

 
Fig. 3. Five hours’ cooling load profile 
 

 
Fig. 4. Chiller plant power consumption with/without MUDT constraints 

VI. CONCLUSION 

In this paper, two methods, SALR+DP and SALR+LS, are 

developed for chiller plant optimization with MUDT 

constraints considered. Numerical testing demonstrates that 

near-optimal solutions are obtained by both of our methods. 

For practical systems, MUDT constraints are rarely violated. 

The second method SALR+LS is fast and without much 

performance degradation as compared with SALR+DP. 

However, energy savings caused by considering MUDT 

constraints are small while complexity is increased 

significantly as compared with those where MUDT constraints 

are handed heuristically. Therefore, there is no need to 

consider such constraints in optimization. 
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