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Abstract—Reliability is an overriding concern for power systems
that involve different types of uncertainty including contingencies
and intermittent renewables. Contingency-constrained unit com-
mitment (CCUC) satisfying the “N – 1 rule” is extremely complex,
and the complexity is now compounded by the drastic increase
in renewables. This paper develops a novel interval optimization
approach for CCUC with N – 1 transmission contingencies and
renewable generation. A large number of transmission contingen-
cies are innovatively described by treating corresponding genera-
tion shift factors (GSFs) as uncertain parameters varying within
intervals. To ensure solution robustness, bounds of GSFs and re-
newables in different types of constraints are captured based on
interval optimization. The resulting model is a mixed-integer linear
programming problem. To alleviate its conservativeness and to fur-
ther reduce the problem size, ranges of GSFs are shrunk through
identifying and removing redundant transmission constraints. To
solve large-scale problems, Surrogate Lagrangian Relaxation and
branch-and-cut (B&C) are used to simultaneously exploit separa-
bility and linearity. Numerical results demonstrate that the new
approach is effective in terms of computational efficiency, solution
robustness, and simulation costs.

Index Terms—Interval optimization, redundant constraints, sur-
rogate Lagrangian relaxation, transmission contingency, uncertain
renewable, unit commitment.

NOMENCLATURE

Indices and sets

c Index of transmission contingencies, 0 ≤ c ≤ L. c =
0, if the system is under the base case where no line
is tripped; c = l �= 0, if line l is tripped.

i Index of nodes, 1 ≤ i ≤ I .
(i, k) Index of conventional units at node i, 1 ≤ k ≤ Ki .
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l or l’ Index of transmission lines, 1 ≤ l ≤ L, 1 ≤ l′ ≤ L.
r or r’ Index of the maximal (M), minimal (m), and expected

(E) net demand realizations.
t or t’ Index of time periods (hours), 1 ≤ t ≤ T (24), 1 ≤

t′ ≤ T (24)
Φp , Φn Sets of remaining interval transmission constraints in

positive and negative directions, respectively.

Parameters, variables, and functions

ai
l,c Generation shift factor (GSF) of line l from

node i under contingency c.
[ai

l , a
i
l ] Interval of GSFs of line l from node i .

Ci,k (pi,k (t)) Increasing convex piecewise linear genera-
tion cost function ($).

Di(t) Nodal demand at node i at time t (MW).
D̃i(t) Net nodal demand (� nodal demand – wind

generation) at node i at time t (MW).
D̂i(t) Expected value of the net nodal demand at

node i at time t (MW).
[Di(t),Di(t)] Interval of the net nodal demand at node i at

time t (MW).
fmax

l Transmission capacity of line l (MW).
f̄E

l (t), fE
l

(t) Revised transmission capacities of line l con-
sidering the expected net demand realization
at time t for positive and negative directions,
respectively (MW).

f l(t), f l
(t) Revised transmission capacities of line l con-

sidering uncertain net demand at time t for
positive and negative directions, respectively
(MW).

pi,k (t) Generation level of unit (i, k) at time t (MW).
pr

i,k (t) Generation level of unit (i, k) at time t under
net demand realization r (MW).

pmin
i,k , pmax

i,k Minimum and maximum generation limits of
unit (i, k), respectively (MW)

qi,k (t) Spinning reserve of unit (i, k) at time t (MW).
Si,k Start-up cost of unit (i, k) ($/Start).
SNL

i,k No-load cost of unit (i, k) ($/hour).
TU

i,k , TD
i,k Minimum up and down times of unit (i, k),

respectively (hours).
ui,k (t) Binary start-up decision for unit (i, k) at

time t .
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W̃i(t) Wind generation at node i at time t (MW).
Ŵi(t) Expected value of wind generation at node i

at time t (MW).
[Wi(t),W i(t)] Interval of wind generation at node i at time t

(MW).
xi,k (t) Binary UC decision for unit (i, k) at time t.
αr (t) Weight of net demand realization r at time t.
Δi,k Ramp rate of unit (i, k) (MW/hour).
λr (t) Lagrangian multiplier of the system demand

constraint at time t under net demand realiza-
tion r ($/MWh).

μr
l (t), νr

l (t) Lagrangian multipliers of interval transmis-
sion constraints for positive and negative di-
rections, respectively, at time t under net de-
mand realization r ($/MWh).

σi(t) Standard deviation of wind generation at node
i at time t (MW).

I. INTRODUCTION

R ELIABILITY is an overriding concern for power systems,
and power engineers have been striving hard to keep the

lights on under different kinds of uncertainty. One major source
of uncertainty is contingencies, which are unpredicted outages
of components (generators or transmission lines). To avoid cas-
cading failures and even blackouts, the North American Elec-
tric Reliability Corporation established, among other reliability
rules, the “N – 1 rule”: for a system with N components, no
single outage will cause violations on other components [2].
This rule has been embedded in unit commitment (UC), a crit-
ical operational process that determines the most economic set
of online/offline decisions for all units one day ahead or hours
ahead, resulting in “contingency-constrained unit commitment”
(CCUC). Under the current practice, generator contingencies
are typically managed by pre-defined reserve requirements [3].
Transmission contingencies are managed by preventive eco-
nomic dispatch (ED), where ED decisions are made before con-
tingencies are realized [3], [4]. One set of such ED decisions is
guarded against the base case (under which no contingency hap-
pens) and transmission contingencies by corresponding trans-
mission constraints in the deterministic N – 1 model. To avoid the
complexity of directly including transmission constraints under
all transmission contingencies, the “Simultaneous Feasibility
Test” (SFT) is usually used [4]. The SFT determines whether
a violation occurs in each post-contingency state at each hour
and adds a constraint for each such violation to the next CCUC
iteration. Iterations continue between CCUC and 24 SFTs (for
24 hours) until a solution with no violation is reached. Depend-
ing on the number of contingencies, this iterative process can
be computationally burdensome. As a result, current practice
terminates the process after a specified number of iterations and
may lead to suboptimal solutions.1

Aside from contingencies, power systems now face new chal-
lenges associated with the uncertainty of intermittent renewables
such as wind and solar [8]. Since contingencies and unexpected

1Another model to manage transmission contingencies (and can be used for
generator contingencies) in CCUC is corrective ED. It is out of the scope of this
paper, and interested readers can refer to [5]–[7].

renewable output can occur simultaneously and cause constraint
violations, a joint consideration of both factors is important.
However, the resulting combinatorial complexity has limited
research in this area to [9], [10] and [11]. In [9], “N – k” gen-
erator contingencies and wind uncertainty were jointly consid-
ered in UC via chance-constrained optimization. Unfortunately,
transmission constraints and transmission contingencies were
ignored. Authors in [10] considered transmission contingencies,
generator contingencies, and wind uncertainty through stochas-
tic programming, which minimizes the expected cost over the
probability distribution of uncertainty represented by scenarios.
A scenario was a combination of a contingency and a trajectory
of wind realizations over 24 hours. As a result, the number of
scenarios equals the product of the number of wind trajectories
and the number of contingencies. After ignoring low-probability
events, remaining scenarios were selected based on likelihoods
proportional to their impacts on the expected cost. However, it
is difficult to ensure computational efficiency while capturing
low-probability but high-impact events. In [11], “N – 1” trans-
mission and generator contingencies and spatially correlated
nodal demand uncertainty were jointly considered for a single
period through robust optimization. Although the problem was
solved by using Benders decomposition and a binary expansion
approach, the extension to a multi-period model would increase
the computational burden significantly. Though the determin-
istic N – 1 model with the SFT is used as the current practice
to manage N – 1 transmission contingencies, there is no publi-
cation using it for the joint consideration of contingencies and
renewables to the best of our knowledge.2

To overcome the aforementioned complexity difficulties, this
paper develops a novel interval optimization approach for the
CCUC problem with preventive ED considering “N – 1” trans-
mission contingencies and renewables. Section III formulates
the interval CCUC problem. Instead of being analyzed one at
a time, a large number of transmission contingencies are inno-
vatively described by treating corresponding GSFs as uncertain
parameters varying within intervals. In particular, under each
transmission contingency, the line flow is the sum of net nodal
injections weighted by corresponding GSFs. The ranges of GSFs
varying among contingencies are then covered by intervals.3

In this way, for each transmission line, we can use one sin-
gle interval-based transmission constraint to represent the set
of transmission constraints under all contingencies. Renewable
generation is modeled by intervals and is jointly considered in
the interval CCUC model in a consistent framework. To ensure
solution robustness (i.e., solution feasibility under contingen-
cies and renewable realizations), bounds of GSFs and renewable
generation in different types of constraints are captured based
on interval optimization [13], [14]. Since the boundary condi-
tions of transmission contingencies and renewables are consid-
ered, there are only a few combinations. The interval model
is reformulated as a mixed-integer linear programming (MILP)

2Readers interested in papers focusing on uncertain renewables without con-
tingencies in UC can refer to the Literature Review section of [12].

3Although computing a large number of GSFs under transmission contingen-
cies can be time-consuming for real-world systems, this can be implemented
offline with results stored.
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problem. Its conservativeness is reduced through improved in-
terval computation.

To further reduce conservativeness and the problem size,
Section IV shrinks ranges of GSFs by a pre-processing step
that identifies and removes redundant transmission constraints,
prior to the interval model of transmission contingencies.
Such an identification method for deterministic transmission-
constrained UC [15] is extended to consider uncertain renew-
ables via interval modeling. To efficiently solve large-scale
MILP problems, Section V develops a solution methodology
using Surrogate Lagrangian Relaxation (SLR) [16] and branch-
and-cut (B&C) [17].

Section VI tests the new approach using a simple six-bus
problem, a modified IEEE Reliability Test System, and a modi-
fied IEEE 118-bus system. Optimization and simulation results
demonstrate that our approach is computationally efficient and
robust against transmission contingencies and renewable real-
izations. It also has a lower simulation cost (i.e., the expected
total cost from simulation runs) than the deterministic approach.

Our approach differs from those in [12], [14], and [18]–[21]
where interval optimization [13] was used to consider uncertain
renewable generation or demand in UC without contingencies.
While uncertain renewable generation varying within continu-
ous ranges can be directly modeled by intervals, contingencies
are often viewed as discrete events and therefore have not been
looked at from an interval perspective before.

In the rest of this paper, wind generation will be used as a
representative renewable resource. Although solar generation
has a different diurnal pattern from wind generation, both can
be modeled as intervals.

II. INTERVAL CCUC FORMULATION

Section III-A describes the CCUC problem and its determin-
istic model, Section III-B formulates the interval optimization
model considering transmission contingencies and the expected
net demand, Section III-C incorporates uncertain net demand
in the model, and Section III-D reduces its conservativeness
through improved interval computation.

A. The CCUC Problem and the Deterministic Model

The CCUC problem is to minimize the total production cost
by selecting one set of UC decisions for conventional units
over the 24-hour horizon. For easy understanding of the deriva-
tion of the interval CCUC model and the redundant constraint
identification method to be presented in Section IV, we start
with a deterministic model, and reserves are not included in
the formulation without loss of generality. The deterministic
model manages transmission contingencies by multiple sets of
transmission constraints and represents wind generation at each
node (and the resulting net nodal demand) by its expected value.
Based on [2], [22] and [23], this model can be formulated as:

min
T∑

t=1

I∑

i=1

K i∑

k=1

[
ui,k (t)Si,k + xi,k (t)SNL

i,k + Ci,k (pE
i,k (t))

]
(1)

s.t.
∑

i

∑

k

pE
i,k (t) =

∑

i

D̂i (t), ∀t, (2)

Fig. 1. Illustration of the interval contingency model. Time index t is ignored,
and Pi is the net nodal injection from node i.

−fm ax
l ≤

∑

i

ai
l ,c

(
∑

k

pE
i,k (t) − D̂i (t)

)
≤fm ax

l ,

∀l, ∀c �= l, ∀t, (3)

xi,k (t)pm in
i ,k ≤ pE

i,k (t) ≤ xi,k (t)pm ax
i ,k , ∀i, ∀k, ∀t, (4)

−Δi ,k ≤ pE
i,k (t) − pE

i,k (t − 1) ≤ Δi ,k , ∀i, ∀k, ∀t, (5)

ui,k (t) ≥ xi,k (t) − xi,k (t − 1), ∀i, ∀k, ∀t, (6)

t∑

t ′= t−T U
i , k

+1

ui,k (t′) ≤ xi,k (t), ∀i, ∀k, ∀t ∈ [T U
i,k , T ], (7)

t∑

t ′= t−T D
i , k

+1

ui,k (t′) ≤ 1 − xi,k (t − T D
i,k ), ∀i, ∀k, ∀t ∈ [T D

i,k , T ]. (8)

The objective function (1) minimizes the total UC and ED
cost. System demand constraints - total conventional genera-
tion equals total expected net demand - are represented by (2).
Transmission constraints under the base case and all “N – 1”
transmission contingencies are represented by (3). Generator
capacity and ramp rate constraints are given by (4) and (5),
respectively. Commitment-related constraints include start-up
constraints (6), minimum up time constraints (7), and minimum
down time constraints (8) (deviations of (7) and (8) are in [23]).

B. Interval CCUC Formulation With Expected Net Demand

Interval optimization uses closed intervals to model uncer-
tainties. When these intervals are captured in the constraint set,
the resulting solution will be feasible for every possible uncer-
tainty realization within them (see [13], [14]). For the CCUC
problem studied here, uncertainties are present in transmission
contingencies and renewable generation.

We first analyze transmission contingencies without consid-
ering wind generation uncertainties. In (3), transmission contin-
gencies are reflected by multiple sets of GSFs (i.e., contingency-
specific ai

l,c ). As each contingency is treated as a discrete event,
there are L cases for line l at hour t. The total number of con-
straints for each direction in (3) is T × L2 .

To reduce the complexity, our novel idea is to treat GSFs as
uncertain parameters varying within intervals as in Fig. 1. The
intervals of GSFs that capture all N – 1 transmission contingen-
cies are determined as follows. GSFs are precalculated for all
the contingencies. Then, for line l node i, the lower and upper
bounds of GSFs are selected across all contingencies in (9) and
(10), respectively:

ai
l = min

c �= l
{ai

l,c},∀l,∀i, (9)
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ai
l = max

c �= l
{ai

l,c},∀l,∀i. (10)

These bounds establish an interval [ai
l , a

i
l ].

The positive direction (right inequality) of (3) becomes:

∑

i

[ai
l , ai

l ] ×
(
∑

k

pE
i,k (t)

)
≤ fmax

l +
∑

i

[ai
l , ai

l ]

×D̂i(t),∀l,∀t. (11)

Compared to (3), the major advantage of (11) is that only one
constraint is needed to capture transmission contingencies for
line l at hour t. The total number of (11) is only T × L, and the
reduced number of constraints is T × (L2 − L).

To convert (11) into linear constraints, interval optimization
is applied. Based on interval inequality [13], as long as the upper
bound of the left-hand side (LHS) of (11) is less than or equal to
the lower bound of the right-hand side (RHS), the transmission
capacity will be satisfied under all contingencies. These bounds
can be obtained based on interval arithmetic [24]. The bounds of
the LHS are obtained as in (12), because pE

i,k (t) is non-negative

∑

i

[ai
l , ai

l ] ×
(
∑

k

pE
i,k (t)

)
=
∑

i

[
ai

l

(
∑

k

pE
i,k (t)

)
,

ai
l

(
∑

k

pE
i,k (t)

)]
=

[
∑

i

ai
l

(
∑

k

pE
i,k (t)

)
,

∑

i

ai
l

(
∑

k

pE
i,k (t)

)]
,∀l,∀t. (12)

As for the RHS, although the expected net nodal demand
for each node i at each time t can be positive or negative, it is
constant and is treated as the coefficient of the GSF intervals.
The resulting interval can be obtained based on the sign of the
expected net nodal demand to select corresponding bounds of
GSFs, i.e.,

[ai
l , ai

l ] × D̂i(t) =

⎧
⎨

⎩

[
ai

l D̂i(t), āi
l D̂i(t)

]
, when D̂i(t) ≥ 0;[

āi
l D̂i(t), ai

l D̂i(t)
]
, when D̂i(t) < 0.

(13)
The lower bound of the RHS can thus be obtained:

fmax
l +

∑

i

[ai
l , ai

l ] × D̂i(t) ≥ fmax
l

+
∑

i

min
{

ai
l D̂i(t), āi

l D̂i(t)
}

= fmax
l

+
∑

i:D̂ i (t)≥0

ai
l D̂i(t) +

∑

i:D̂ i (t)<0

āi
l D̂i(t),∀l,∀t. (14)

Thus, (11) is reformulated as linear constraints:

∑

i

ai
l

(
∑

k

pE
i,k (t)

)
≤ fmax

l +
∑

i:D̂ i (t)≥0

ai
l D̂i(t)

+
∑

i:D̂ i (t)<0

āi
l D̂i(t),∀l,∀t. (15)

In the same way, we have for the negative direction:

∑

i

ai
l

(
∑

k

pE
i,k (t)

)
≥ −fmax

l +
∑

i:D̂ i (t)≥0

āi
l D̂i(t)

+
∑

i:D̂ i (t)<0

ai
l D̂i(t),∀l,∀t. (16)

Other constraints (2) and (4)–(8) and the objective function
(1) are not affected by transmission contingencies, and are thus
unchanged. The new interval optimization model, including (1),
(2), (4)–(8), (15), and (16), significantly reduces the problem
size and still guarantees that all “N – 1” contingencies are feasi-
ble. The new model can be conservative because it ignores the
dependency of GSFs on contingency (i.e., the upper or lower
bounds of GSFs selected by interval arithmetic may not hap-
pen under the same contingency). This conservativeness will be
reduced in Sections III-D and IV.

Note that the above interval optimization model relies on
power flow equations based on GSFs to convert transmission
contingencies into continuous intervals of GSFs. Other types
of power flow equations, including the ones based on voltage
phase angles, do not provide such intervals and therefore can-
not be used to model transmission contingencies via interval
optimization.

C. Interval CCUC Formulation With Uncertain Net Demand

This section presents how to incorporate uncertain renewables
in the interval CCUC framework. Renewable generation is con-
tinuous and can thus be modeled by intervals in a consistent
framework. To ensure solution robustness without much com-
plexity, the boundary conditions of transmission contingencies
and renewables are considered. The resulting conservativeness
will be reduced in Section III-D.

Within the interval optimization framework, nodal wind gen-
eration is assumed to be within an interval. Wind generation at
different nodes is further assumed independent of each other
for simplicity [14]. The resulting net nodal demand, denoted as
D̃i(t) (MW), is thus within an interval [Di(t),Di(t)] with an
expected value D̂i(t).

1) Transmission Constraints: Substitute the expected net
nodal demand with the uncertain net nodal demand in (3) and
rearrange the positive direction (right inequality):

∑

i

ai
l ,c

(
∑

k

pi,k (t)

)
≤ fm ax

l +
∑

i

ai
l ,c D̃i (t), ∀l, ∀c �= l, ∀t.

(17)

Similar to (11), the interval representation of (17) is:

∑

i

[ai
l , ai

l ]

(
∑

k

pi,k (t)

)
≤ fmax

l +
∑

i

[ai
l , ai

l ]

× [Di(t), Di(t)], ∀l,∀t. (18)

Its LHS is similar to that in (11), while its RHS involves the
multiplication of two intervals. The lower bound of the RHS
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can be obtained based on traditional interval arithmetic [24]:

fm ax
l +

∑

i

[ai
l , ai

l ] × [Di (t), Di (t)] ≥ fm ax
l

+
∑

i

min{ai
l Di (t), ai

l Di (t), ai
l Di (t), ai

l Di (t)}, ∀l, ∀t.

(19)

The corresponding boundary condition of (18) can also be
expressed as linear constraints:

∑

i

āi
l

(
∑

k

pi,k (t)

)
≤ fmax

l +
∑

i

min{ai
lDi(t), ai

lDi(t),

ai
lDi(t), ai

lDi(t)}, ∀l, ∀t. (20)

The impacts of both transmission contingencies and uncertain
net nodal demands on power flows are captured in (20) simulta-
neously without the combinatorial complexity. Constraints (20)
are linear with respect to decision variables {pi,k (t)} because
the bounds of GSFs and net nodal demands are input parame-
ters, and the minimization operation can be conducted before
the optimization. However, the computation of the lower bound
of the RHS involves two levels of interval operations: interval
multiplication (between GSF and renewable intervals) and inter-
val addition, and may cause conservativeness through unwanted
expansion of the resulting intervals. Likewise, the constraints for
the negative direction are:

∑

i

ai
l

(
∑

k

pi,k (t)

)
≥ −fmax

l +
∑

i

max{ai
lDi(t),

ai
lDi(t), ai

lDi(t), ai
lDi(t)}, ∀l,∀t. (21)

2) System Demand Constraints: Transmission contingen-
cies do not affect system demand, so system demand constraints
[14, Eq. (20)] can be directly adopted. Since net demands at dif-
ferent nodes are assumed independent, we have:

∑

i

∑

k

pi,k (t) =
∑

i

[Di(t), Di(t)]

=

[
∑

i

Di(t),
∑

i

Di(t)

]
,∀t. (22)

The above equation demonstrates that the boundary conditions
of net system demand happen at the minimum realization m
where all net nodal demands are at their minima, and at the
maximum realization M where all net nodal demands at their
maxima. To guarantee that generation and demand are met for
any possible net nodal demand realizations, these boundary con-
ditions are required to be satisfied:

∑

i

∑

k

pm
i,k (t) =

∑

i

Di(t),∀t, (23)

∑

i

∑

k

pM
i,k (t) =

∑

i

Di(t),∀t. (24)

Constraints (23) and (24) imply that, under the optimal UC
solution, there exist two sets of ED decisions {pm

i,k (t)} and
{pM

i,k (t)} that can meet m and M, respectively.

Because both system demand and transmission constraints
have to be satisfied at the same time in the CCUC problem,
these two sets of ED decisions {pm

i,k (t)} and {pM
i,k (t)} are also

considered in LHSs of (20) and (21) based on [14].
For the same reason, generator capacity constraints (4) be-

come:

xi,k (t)pmin
i,k ≤ pr

i,k (t) ≤ xi,k (t)pmax
i,k , ∀i,∀k,∀t, r = m,M.

(25)

3) Ramp Rate Constraints: The ramp rate of each unit is
required to be satisfied for any self- or cross-transition between
minimum (m) and maximum (M) net demand realizations in two
consecutive hours, i.e.,

−Δi,k ≤ pr
i,k (t) − pr ′

i,k (t − 1) ≤ Δi,k , ∀i,∀k,∀t, r

= m,M, r′ = m,M. (26)

As pointed out in [12] and [21], (26) may be conservative
since the cross-transitions between m and M realizations may
not happen. This conservativeness can be reduced by improved
ramp requirements based on the maximum possible inter-hour
net demand increase and decrease [21]. In that way, the temporal
correlation of the net demand (or renewable generation) can be
somehow incorporated. Nevertheless, this extension is out of
the scope of this paper, and (26) is still used here. In addition,
the start-up and shut-down generation limits [22, eq. (11)] are
considered and merged with (26) linearly.

4) The Objective Function: The goal of the optimization
problem is to minimize the UC cost plus the expected ED cost
of all possible wind realizations. However, the above interval
constraints only contain ED decisions corresponding to the min-
imal and maximal realizations to reduce complexity [14]. Costs
of these two extreme realizations may not reflect the costs of
other possible ones. Based on [12], a weighted ED cost of min-
imal (m), maximal (M), and expected (E) realizations is used to
approximate the expected ED cost with the resulting objective
function:

min
T∑

t=1

I∑

i=1

K i∑

k=1

[
ui,k (t)Si,k + xi,k (t)SNL

i,k + αE (t)Ci,k (pE
i,k (t))

+ αm (t)Ci,k (pm
i,k (t)) + αM (t)Ci,k (pM

i,k (t))
]
. (27)

The constraints for the expected realization can be easily in-
cluded as in Section III-B. Weights αE (t), αm (t), and αM (t)
sum up to one at each hour. They affect the optimization cost
(the total cost of (27) at the optimal solution) and the simula-
tion cost but do not affect solution robustness to uncertainty.
These weights can be selected based on the system operator’s
preference similar to [25] since they reflect the emphases on the
minimal, maximal, or expected net demand realizations. Be-
cause the majority of net nodal demand realizations are likely
to happen near E, a guideline is that αE (t) should be larger
than the other weights. It is interesting to note that our objective
function is a generalization of those in interval UC papers that
minimize the cost of the expected realization [14], [18], [21].

The complete interval CCUC model is (2), (4)–(8), (15),
(16), (20), (21), and (23)–(27) with one set of binary variables
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{xi,k (t)} and {ui,k (t)}, and three sets of continuous variables
{pm

i,k (t)}, {pM
i,k (t)}, and {pE

i,k (t)}. The above interval CCUC
model is an MILP problem. Note that generator contingencies
can be managed by pre-defined reserve requirements based
on the current practice [3] through extending our model in a
straightforward way.

D. Improved Interval Computation

To reduce the conservativeness of the interval CCUC model,
this section focuses on improving the computing of RHS inter-
vals in (15), (16), (20), and (21). Section IV will further alleviate
the overall conservatives through shrinking the input intervals
of GSFs.

Given that there are a finite number of transmission contin-
gencies and GSF values are constant under each contingency,
our idea is to pre-compute the RHS over net nodal demands
under each contingency, and then select their minimum over all
contingencies. For the expected realization without wind uncer-
tainty, instead of using (14), the lower bound of the RHS of (11)
is computed as:

fmax
l +

∑

i

[ai
l , ai

l ] × D̂i(t) ≥ fmax
l + min

c �= l

(
∑

i

ai
l,c D̂i(t)

)

≡ f̄E
l (t). (28)

In the above, f̄E
l (t) is the tightest lower bound of the RHS,

and can be understood as a revised transmission capacity (for
the positive direction) considering transmission contingencies
and expected net demand. This lower bound can still be pre-
computed before optimization. Thus, (15) is substituted by in-
terval transmission constraints:

∑

i

āi
l

(
∑

k

pE
i,k (t)

)
≤ f̄E

l (t), ∀l,∀t. (29)

In the same way, (16) is substituted by

∑

i

ai
l

(
∑

k

pE
i,k (t)

)
≥ −fmax

l + max
c �= l

(
∑

i

ai
l,c D̂i(t)

)

≡ fE
l

(t), ∀l,∀t. (30)

When uncertain wind generation is considered, as net nodal
demands are assumed independent, interval addition [24] is ap-
plied to compute the lower bound of the RHS of (17) (less a
constant transmission capacity fmax

l ) under each contingency,

min
D̃ i (t)

(
∑

i

ai
l ,c D̃i (t)

)
=

∑

i :a i
l , c

≥0

ai
l,c Di (t) +

∑

i :a i
l , c

< 0

ai
l,c Di (t). (31)

The minimum among all contingencies is then selected,

fmax
l + min

c �= l,D̃ i (t)

(
∑

i

ai
l,c D̃i(t)

)
= fmax

l

+ min
c �= l

[
min
D̃ i (t)

(
∑

i

ai
l,c D̃i(t)

)]
≡ f̄l(t),∀l,∀t. (32)

In the above, f̄l(t) is the tightest lower bound of the RHS,
and can be understood as a revised transmission capacity (for
the positive direction) considering transmission contingencies
and uncertain net demand. Constraints (20) (with ED decisions
{pm

i,k (t)} and {pM
i,k (t)} on the LHS) are substituted by

∑

i

āi
l

(
∑

k

pr
i,k (t)

)
≤ f̄l(t), ∀l,∀t, r = m,M. (33)

Likewise, Constraints (21) are substituted by

∑

i

ai
l

(
∑

k

pr
i,k (t)

)
≥ f

l
(t), ∀l,∀t, r = m,M, (34)

where f
l
(t) can be pre-computed similar to (31) and (32). With

(33) and (34), interval multiplication between GSF and renew-
able intervals is avoided, and the conservativeness of consid-
ering both contingencies and renewable at the same time is
reduced.

Note that UC solutions and the resulting simulation cost are
sensitive to the selection of the slack bus. Because GSFs depend
on the choice of the slack bus, when the slack bus changes,
GSFs change, and the derived intervals may also change. Con-
sequently, the UC solutions and the simulation cost may also
change. In this paper, a distributed slack bus is used to “average
out” this dependence [26].

With improved interval computation, the interval CCUC for-
mulation becomes (2), (4)–(8), (23)–(27), (29), (30), (33), and
(34). There is still conservativeness at the LHSs of interval trans-
mission constraints (29), (30), (33), and (34), and when consid-
ering them of different transmission lines together, because of
the dependency issue of GSFs.

III. ALLEVIATION OF CONSERVATIVENESS

To further alleviate the conservativeness and to further re-
duce the problem size, this section first identifies and removes
redundant transmission constraints in the original CCUC model
(1)–(8) but with uncertain renewables considered. The results
of this pre-processing are then used to shrink GSF intervals
considered in (29), (30), (33), and (34).

A redundant constraint identification method was developed
for deterministic UC problems in [15]. An analytical estimate
of the worst-case power flow along each line was obtained.
If it was within the transmission capacity, the corresponding
transmission constraint would be redundant, meaning that it
could be removed without affecting the optimal solution.

In this section, this identification method is extended to ac-
count for uncertain wind generation. In this process, uncertain
wind generation W̃i(t) cannot be treated as part of net demand.
The reason is that the worst-case power flow along a line may
be caused by the minimum or maximum wind realization, or
other realizations within them, depending on signs of GSFs.
Because the redundant constraint identification method is to
find the worst-case power flow, wind generation can be mod-
eled as intervals and be treated as conventional generation. The
worst-case flow from generation in the positive direction can be
estimated by solving the following MILP problem (the negative
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direction is similar):

f ∗
l,c(t) = max

xi , k (t), pi , k (t), W̃ i (t)

[
∑

i

ai
l,c

(
∑

k

pi,k (t)

)

+
∑

i

ai
l,cW̃i(t)

]
, (35)

s.t.
∑

i

∑

k

pi,k (t) +
∑

i

W̃i(t) =
∑

i

Di(t), (36)

−fmax
l ′ ≤

∑

i

ai
l ′,c

(
∑

k

pE
i,k (t) + W̃i(t) − Di(t)

)
≤fmax

l ′ ,

∀l′ �= l,∀c �= l′, (37)

xi,k (t)pmin
i,k ≤ pi,k (t) ≤ xi,k (t)pmax

i,k , ∀i,∀k, (38)

Wi(t) ≤ W̃i(t) ≤ Wi(t), ∀i. (39)

The objective function (35) is to maximize (minimize for the
negative direction) the flow of line l under contingency c at
time t. Since time-coupling ramp rate and commitment-related
constraints are ignored, the optimal objective value f ∗

l,c(t) is an
upper bound of the actual worst-case flow.

A sufficient condition for its corresponding transmission con-
straint to be redundant in the CCUC problem (1)-(8) (with un-
certain renewables considered) is for the maximum power flow
to be less than or equal to its capacity:

f ∗
l,c(t) −

∑

i

ai
l,cDi(t) ≤ fmax

l . (40)

To avoid the computational burden of solving these MILP
problems for each line, each hour, and each contingency, an
analytical sufficient condition is obtained after dropping other
transmission constraints (37) and integrality constraints associ-
ated with UC decisions in (38), following the development of
[15, Th. 5]. Since these conditions are independent for differ-
ent lines, hours, and transmission contingencies, they can be
checked in parallel.

After the identification, removing redundant transmission
constraints (3) does not affect results of the original CCUC
model (1)–(8). However, the remaining interval transmission
constraints become less conservative. More specifically, the GSF
intervals [ai

l , a
i
l ]. shrink because fewer contingencies are con-

sidered. As a result, the feasibility region of decisions is larger
than that of the interval CCUC problem with all of the trans-
mission contingencies considered. The removal of redundant
transmission constraints can therefore lead to a less conserva-
tive interval CCUC problem. In addition, this conservativeness
alleviation technique is a pre-processing step that only shrinks
GSF intervals but does not change the interval CCUC formula-
tion as summarized at the end of Section III-D.

Another possible way to further reduce the conservativeness
is to somehow consider the spatial correlation of renewable gen-
eration through affine arithmetic [27], [28] in our approach. In
affine arithmetic, the interval of renewable generation at each
node will be decomposed into sub-intervals associated with dif-
ferent sources of uncertainties based on correlations. Interval

addition in (31) will then be carried out based on these sub-
intervals, thereby avoiding unnecessary expansion of the result-
ing intervals. Affine arithmetic has been shown to provide better
bounds than the standard interval arithmetic [27]. The testing
with spatial correlation, however, is out of the scope of this
paper.

IV. SOLUTION METHODOLOGY

The computational process used to solve the interval CCUC
problem consists of the following three steps:

1) Remove redundant transmission constraints from the orig-
inal CCUC problem using the technique described in
Section IV.

2) Formulate the interval CCUC problem (2), (4)–(8), (23)–
(27), (29), (30), (33), and (34) as in Section III with the
remaining contingencies.

3) Apply SLR [16] and B&C methods to solve the interval
CCUC problem as an MILP problem.

This section focuses on Step 3.
The interval CCUC problem is formulated as an MILP prob-

lem, which is generally non-deterministic polynomial-time hard
(NP-hard). Although the B&C method [17] exploits linearity,
it ignores potentially beneficial problem separability so compu-
tational challenges may still arise when problems are large in
scale. The purpose of our solution methodology is to find a high-
quality feasible solution in a short amount of time. Therefore,
the problem is decomposed into multiple unit-level subproblems
that are solved by B&C. Subproblem solutions are coordinated
by applying SLR [16], which has provable convergence without
requiring the relaxed problem to be fully optimized and with-
out requiring knowledge of the optimal dual value. Moreover,
after solving the dual problem, feasible solutions for the origi-
nal problem can be recovered using heuristics which is the best
that can be expected for even the state-of-the-art branch-and-cut
method in CPLEX or Gurobi. This section only includes a few
necessary equations to clarify the solution methodology as an
application of SLR, but does not claim SLR itself as an original
contribution of this paper.

In the above interval CCUC formulation (the primal prob-
lem), units are coupled by system demand and interval trans-
mission constraints. After relaxing these constraints, the prob-
lem becomes (constraints for the expected realization E are not
included for conciseness of presentation):

min
T∑

t=1

{
I∑

i=1

K i∑

k=1

[
ui,k (t)Si,k + xi,k (t)SNL

i,k +
∑

r

αr (t)

× Ci,k (pr
i,k (t))

]}
+ λm (t)

[
∑

i

Di (t) −
∑

i

∑

k

pm
i,k (t)

]

+ λM (t)

[
∑

i

Di (t) −
∑

i

∑

k

pM
i,k (t)

]
+

∑

( l , t)∈Φ p

∑

r∈{m ,M }
μr

l (t)

×
[
∑

i

āi
l (t)

(
∑

k

pr
i,k (t)

)
− f l (t)

]

+
∑

( l , t)∈Φn

∑

r∈{m ,M }
νr

l (t)

[
f

l
(t) −

∑

i

ai
l (t)(

∑

k

pr
i,k (t))

]
, (41)
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s.t. Unit-level constraints: (6)–(8), (25), and (26).
This relaxed problem can be decomposed into unit-level sub-

problems. For unit k, its subproblem is

min Lk = min

{
T∑

t=1

[
ui,k (t)Si,k + xi,k (t)SNL

i,k

+
∑

r

αr (t)Ci,k (pr
i,k (t))

− λm (t)pm
i,k (t) − λM (t)pM

i,k (t)

]

+
∑

( l , t)∈Φ p

∑

r∈{m ,M }
μr

l (t)ā
i
l (t)p

r
i,k (t)

−
∑

( l , t)∈Φn

∑

r∈{m ,M }
νr

l (t)ai
l (t)p

r
i,k (t)

}
, (42)

s.t. Unit-level constraints: (6)-(8), (25), and (26) for unit k.
These subproblems are MILP problems that can be proven

not NP-hard, and can be efficiently solved by using B&C. The
optimal Lagrangian of subproblem k, for given dual variables,
is denoted by L∗

k (λr (t), μr
l (t), νr

l (t)).
To coordinate subproblem solutions, the Lagrangian is max-

imized in an upper-level dual problem:

max
λr (t) ,μ r

l
(t) ,ν r

l
(t)

{
I∑

i=1

K i∑

k=1

L∗
k (λr (t), μr

l (t), ν
r
l (t))

+
T∑

t=1

[
λm (t)

(
∑

i

Di (t)

)
+ λM (t)

(
∑

i

Di (t)

)]

−
∑

( l , t)∈Φ p

∑

r∈{m ,M }
μr

l (t)f l (t) +
∑

( l , t)∈Φn

∑

r∈{m ,M }
νr

l (t)f
l
(t)

⎫
⎬

⎭ .

(43)

To efficiently solve the dual problem, SLR is used to update
multiplier values. Since SLR does not require solving all sub-
problems to update multipliers for separable problems, at each
iteration, one group of subproblems is solved and the optimal
multipliers are updated based on [16].

After solving the dual problem, feasible solutions for the pri-
mal problem can be recovered using heuristics. One possible
way solves a smaller CCUC problem by fixing online UC deci-
sions for relatively cheap units (based on full load average costs)
and offline UC decisions for expensive ones.

The combined SLR and B&C method is illustrated in Fig. 2.

V. NUMERICAL RESULTS

Three problems are tested to demonstrate properties of the
interval CCUC approach. In Example 1, a simple six-bus prob-
lem is tested to demonstrate solution robustness of the interval
CCUC model against transmission contingencies and examine
its conservativeness. In Example 2, a modified IEEE Reliabil-
ity Test System with six wind farms is tested to compare the
new approach with a deterministic approach. The benefits of
redundant constraint removal are also exhibited. In Example 3,

Fig. 2. Flowchart of the combined SLR and B&C method.

Fig. 3. GSF intervals of Line 1 at six buses of Case 1 in Example 1.

a modified IEEE 118-bus system with ten wind farms is tested
to demonstrate the computational efficiency of SLR. Examples
1 and 2 are tested on a PC laptop with an Intel i7-2820QM
2.30GHz CPU (4 cores and 8 threads) and 8GB memory, while
Example 3 on a PC laptop with an Intel i7-6920HQ 2.90GHz
CPU (4 cores and 8 threads) and 32GB memory. Optimization
and simulation of all examples are conducted using CPLEX
12.5.1.0 with OPL.4

Example 1: The six-bus test problem from [7] is solved for
a one-hour period. Uncertain renewable generation is not con-
sidered, and the quadratic cost function of each generator is
approximated by a single bid block and a no-load cost.

Case 1: To illustrate the interval CCUC model, intervals of
GSFs of Line 1 at six buses are plotted in Fig. 3. These GSF
intervals, consisting of lower and upper bounds, are used to
capture the base case and 8 contingency cases in transmission
constraints in the interval CCUC model.

The interval CCUC model is solved using pure B&C without
redundant constraint identification. Since the interval CCUC
model is a simplified model, simulation is conducted to evaluate
its UC solution. In simulation, the optimal UC solution is used
as input and the N – 1 contingency-constrained ED problem is
solved. As a benchmark, the original CCUC model (1)–(8) is
also tested. The original CCUC model does not need additional

4Testing data and results are available at http://www.engr.uconn.edu/
msl/J1_IEEE.htm.
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Fig. 4. Optimization and simulation results of Case 1 in Example 1.

simulation, since N – 1 contingency-constrained ED is included
within the model, and its optimization and simulation costs are
thus the same.

To examine the impact of transmission limits on costs,
the problem is solved with fmax

3 increasing from 18 MW to
90 MW in 2 MW increments. Optimization and simulation costs
are summarized in Fig. 4.

Both models are infeasible when fmax
3 is 18 MW. The orig-

inal model becomes feasible when fmax
3 is 20 MW, and the

interval model does when fmax
3 is 22 MW. When both mod-

els are feasible, the optimization cost of the interval model is
higher than or equal to that of the original model, since the in-
terval model can be more conservative. The largest percentage
difference between these two costs is 0.17%.

The simulation process of the interval model is feasible as
long as its optimization process is feasible, indicating that its
solution is robust against contingencies. Moreover, its optimiza-
tion cost is at least its corresponding simulation cost (i.e., the
optimal UC cost plus the simulated ED cost), showing that the
former can serve as the upper bound of the latter when only
contingencies are considered. The simulation cost of the inter-
val model equals that of the original model where their UC
solutions turn out to be the same, except when fmax

3 is 64 or 66
MW. This demonstrates that the conservativeness of the interval
model is not high in this case.

Case 2: To demonstrate the sensitivity of our interval CCUC
model to the selection of the slack bus, optimization is performed
with different slack buses, and simulation is then conducted with
UC solutions from optimization. Transmission capacity fmax

3 is
fixed at 60 MW. Results are summarized in Table I (the time
index t is omitted since only one period is considered in this
example).

The optimization cost changes when the slack bus changes,
and it appears that when the distributed slack bus is selected,
the optimization cost is the lowest. The reason is that the power
flow from demand,

∑
i

ai
l,c D̂i(t), at the RHSs of (29) (obtained

in (28)) and (30) is always zero with the distributed slack
bus. The resulting interval of the power flow from demand,
[min

c �= l
(
∑
i

ai
l,c D̂i(t)), max

c �= l
(
∑
i

ai
l,c D̂i(t))], is the narrowest as a

point 0. This demonstrates that the distributed slack bus is the
least conservative among different slack bus choices.

TABLE I
OPTIMIZATION AND SIMULATION RESULTS OF CASE 2 IN EXAMPLE 1

Slack Opti. ($) x1 , 1 x3 , 1 x5 , 1 Simu. ($)

1 968.28 1 1 0 963.50
2 969.66 1 1 0 963.50
3 961.50 1 0 0 961.50
4 967.15 1 1 0 963.50
5 961.50 1 0 0 961.50
6 961.50 1 0 0 961.50
7 961.50 1 0 0 961.50
8 961.50 1 0 0 961.50
Dist. 961.50 1 0 0 961.50

UC decisions and the resulting simulation cost also change
when the slack bus changes, but are less sensitive to the selection
of the slack bus than the optimization cost. The simulation cost
is also the lowest when the distributed slack bus is selected,
since this selection is the least conservative.

Example 2: Consider the IEEE RTS as modified in [1].
There are 38 transmission lines with reactance values, normal
capacities, and long-term emergency (LTE) capacities for trans-
mission contingencies [29]. To avoid islanding or infeasibility
when the line from Bus 7 to Bus 8 is tripped, the line between
those buses is replaced by two parallel lines, each with a re-
actance of 0.123 p.u., a normal capacity of 175 MW, and an
LTE capacity of 208 MW. There are 24 conventional units, two
must-run nuclear units, and six base-load hydroelectric units.

Six 110 MW wind farms are added to the model. Wind gener-
ation of each wind farm in each hour (normalized by capacity)
is assumed to follow a normal distribution truncated at two
standard deviations and the physical limits [0, 1]. Its expected
values for 24 hours are based on the day-ahead forecasts of a
wind site on August 1, 2006 from [30]. Its standard deviation,
denoted as σi(t) for node i at hour t, is assumed to depend on
the corresponding expected value [31]:

σi(t) = 0.02 + 0.2Ŵi(t),∀i,∀t. (44)

Case 1: Our approach is compared with the deterministic
approach. Demand data from Tuesday of Week 28, a Summer
Weekday, is used [29]. The wind penetration (� total expected
wind generation / total demand × 100%) is 18.9%.

The analytical sufficient condition is checked in serial using
MATLAB R2014a and uses the CPU time of 2.25 seconds.
The original number of transmission constraints is 219,024
[ = 392 × 24 × 2 (positive and negative directions) × 3 (m, M,
and E realizations)]. The number of interval transmission con-
straints after the removal of the redundant constraints is 705,
demonstrating a significant reduction of the model size.

The interval CCUC model is solved using pure B&C with and
without the redundant constraint identification. In optimization,
the weights in (27) are αE (t) = 0.8 and αm (t) =αM(t) = 0.1.

For benchmarking, the deterministic approach (1)–(8) is also
tested. To provide a fair comparison with our interval opti-
mization approach, uncertain wind generation is managed by
spinning reserves [32]. The system spinning reserve require-
ments are set as the sum of two standard deviations over all
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TABLE II
OPTIMIZATION AND SIMULATION RESULTS OF EXAMPLE 2

Approach Deter. Inter. w/o iden. Inter. w/ iden.

Optimization Total cost (k$) 236.03 298.18 246.87
CPU time (s) 5.88 21.98 4.01

E(Total cost) (k$) 254.26 275.36 245.84
STD(Total cost)
(k$)

1.91 1.38 1.47

Simulation 99.7% confidence
interval of E(Total
cost) (k$)

[254.08, 254.44] [275.23, 275.49] [245.70, 245.98]

E(Load shed
penalty) (k$)

0.20 0 0

E(Wind curtailed
penalty) (k$)

0 0 0

# of runs incurring
penalties

32 0 0

wind farms, i.e.,
∑

i

∑

k

qi,k (t) ≥
∑

i

2σi(t),∀t. (45)

The spinning reserve of each unit plus its generation level should
be within its capacity, i.e.,

xi,k (t)pmin
i,k ≤ pE

i,k (t)+qi,k (t)≤xi,k (t)pmax
i,k ,∀i,∀k,∀t.(46)

The optimization for each approach is terminated at a relative
MIP gap 0.01%.

To evaluate the solution of each approach, 1,000 Monte Carlo
simulation runs are conducted. 1,000 wind scenarios are sam-
pled from truncated normal distributions, i.e., one scenario for
each run. In each run, UC decisions are fixed at the solution
obtained from optimization, and a 24-hour deterministic N – 1
contingency-constrained ED problem is solved. Each such ED
problem considers all possible N – 1 transmission contingencies
in transmission constraints similar to (3) based on the “N – 1
rule.” To address possible infeasibility issues, wind generation
can be curtailed at a penalty cost of $150/MWh,5 while load can
be shed at a penalty cost of $5,000/MWh. Note that wind curtail-
ment or load shedding is not allowed for all approaches in opti-
mization to demonstrate the solution robustness of our approach
(i.e., as long as there is one feasible UC solution obtained from
optimization, it will be feasible against all N – 1 transmission
contingencies and possible wind realizations). If the problem
becomes infeasible in other systems, load shedding and wind
curtailment can be considered similar to conventional generation
(wind curtailment as negative generation) as decision variables
in our interval optimization approach with penalty costs.

Results are summarized in Table II. With the redundant con-
straint identification, the optimization cost of the interval CCUC
model decreases from $298.18k to $246.87k, and the simula-
tion cost decreases by 12.01% from $275.36k to $245.84k. This
demonstrates that the model and the resulting UC solution are
less conservative, after redundant constraints are removed.

5This penalty cost provides priority for wind generation to be dispatched.
The bid floor of wind generation at the California ISO is −$150/MWh [33],
i.e., 1 MWh of wind generation is can at most reduce $150 from the total cost.
Correspondingly, 1 MWh of wind curtailment is penalized at $150.

Fig. 5. Sensitivity of optimization and simulation costs with respect to αE(t).

Although our approach with the identification still has a
higher optimization cost than the $236.03k from the determin-
istic approach, our approach has a 3.42% lower simulation cost.
The interval approach avoids wind curtailment and load shed-
ding in all simulation runs, demonstrating its solution robust-
ness. The deterministic approach, on the other hand, requires
load shedding in 32 out of 1,000 scenarios. This indicates that
the deterministic approach, even with spinning reserves, cannot
guarantee solution robust against all possible wind realizations.

Case 2: Different choices of weights in the objective function
(22) of the interval CCUC model are tested with the redundant
constraint identification. Demand data from Tuesday of Week
31, a Summer Weekday, are used [29]. The wind penetration is
21.4%.

The weight αE (t) is changed from 0 to 1 at a step of 0.1.
Since the truncated normal distributions assumed for wind
generation are symmetric, αm (t) and αM (t) are chosen to
be the same for simplicity. For example, when αE (t) = 0.8,
αm (t) =αM (t) = 0.1. Optimization and simulation results are
summarized in Fig. 5.

The optimization cost decreases as αE (t) increases, indicat-
ing that the larger αE (t) moves the optimization cost closer to E
realization, and M realization (more expensive with higher net
demand) affects the cost more than m. The simulation cost also
decreases but more slowly, and does not change when αE (t) is
from 0 to 0.3, or from 0.4 to 0.7. This is because the UC solu-
tions do not change in these ranges, although the optimal cost
changes due to the weight variations in the objective function.
This demonstrates that UC solutions are not very sensitive to
these weights. To reflect the modeling accuracy, the absolute
percentage error (APE) between optimization and simulation
costs is calculated. The highest APE is 1.81% when αE (t) = 0,
while the lowest APE turns out to be 0.00% when αE (t) = 0.8.
The APE is below 1% when αE (t) is from 0.5 to 1.

In addition, two extreme cases are also tested. When
αm (t) = 1 (and other weights are zero), the optimization cost
is $156.14k, the simulation cost $189.27, and the APE 17.50%.
When αm (t) = 1, the optimization cost is $225.53k, the sim-
ulation cost $189.57k, and the APE 18.97%. The above re-
sults demonstrate that considering E realization in the objective
function (13) with a relatively high weight provides an accu-
rate approximation of the expected cost of all wind realizations.
Moreover, no matter how these weights change, UC solutions
are always feasible against possible renewable realizations and
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TABLE III
OPTIMIZATION AND SIMULATION RESULTS OF EXAMPLE 36

Model Deter. Inter. w/ iden.
Method Pure B&C Pure B&C SLR+B&C

Optimization Total cost (k$) 797.48 834.26 834.88
CPU time 2min14 s 58 s 56 s
CPU time/iteration – – 2.80 s
CPU time/group – – 0.47 s

E(Total cost) (k$) 827.03 821.68 819.46
STD(Total cost)
(k$)

8.06 2.40 2.39

Simulation 99.7% confidence
interval of E(Total
cost) (k$)

[826.26, 827.79] [821.45, 821.91] [819.23, 819.69]

E(Load shed
penalty) (k$)

0 0 0

E(Wind curtailed
penalty) (k$)

13.49 0 0

# of runs incurring
penalties

974 0 0

contingencies, since the ranges of uncertainty are captured in
constraints.

Example 3: The IEEE 118-bus system with ten additional
wind farms is solved. In this model, there are 54 conventional
units, 186 transmission lines, and 91 demand centers with a
peak system demand of 3733.07 MW [34]. Each additional
wind farm has a capacity of 100 MW, and the treatment of its
generation is the same as in Example 2. The wind penetration is
17.0%. To avoid islanding or infeasibility, nine lines are added
and capacities of four lines are increased, similar to [7]. The
LTE capacity of each line is assumed to be 1.2 times its normal
capacity.

Similar to Case 1 of Example 2, our interval CCUC model
with the redundant constraint identification is compared with
the deterministic model (1)–(8), (45) and (46). Both models are
solved by using the pure B&C method, with a relative MIP gap
0.5% as the stopping criterion. 1,000 Monte Carlo simulation
runs are then conducted to evaluate the solution of each model.
The results are summarized in the first two columns of Table III.

The deterministic model takes 2 minutes and 14 seconds to
solve by using pure B&C, while our interval CCUC model takes
58 seconds. This implies that the new model with redundant
constraint identification is more computationally efficient than
the deterministic model. Moreover, the deterministic approach
incurs wind curtailment in 974 out of 1,000 scenarios. The
interval model, in contrast, avoids wind curtailment and load
shedding in all simulation runs. This further demonstrates the
solution robustness of our interval model, in addition to results
in Case 1 of Example 2.

Furthermore, our model is also solved by using the combined
SLR and B&C method. In the combined method, the 54 units are
grouped into six 9-unit groups and each group of subproblems
are solved together. Similar to traditional Lagrangian relaxation,
we count an SLR iteration here as solving all subproblems (even
though Lagrangian multipliers are updated six times). After

6The time required for generating models and updating multipliers is much
longer than the CPU time of solving subproblems for SLR+B&C. This issue
can be addressed by using more advanced optimization languages such as Julia
instead of OPL.

Fig. 6. Comparison between pure B&C and the SLR+B&C method for solv-
ing the interval CCUC model with the redundant constraint identification.

termination, a near-optimal feasible UC solution is recovered.
Results are summarized in the third column of Table III.

SLR+B&C finishes 20 iterations for the dual problem with
the CPU time of 56 seconds. The total cost of the obtained
feasible solution from SLR+B&C is $834.88k, very close to
$834.26k of pure B&C. The simulation costs of both methods
are also very close.

Fig. 6 further illustrates the computational performance of
both methods for solving the CCUC model with redundant con-
straint identification. The pure B&C method obtains its first
feasible solution of $916.83k at a 9.3% MIP gap after 31 sec-
onds. However, it takes 58 seconds to reach the solution within
the 0.5% MIP gap as in Table III, and takes 2 minutes and
18 seconds to obtain a solution of $833.72k at a 0.1% MIP gap.
In contrast, the SLR+B&C method finishes 12 iterations for
the dual problem after 34 seconds and obtains a feasible solu-
tion of $837.57k, only 0.46% higher than the $833.72k solution
of B&C. This demonstrates that SLR+B&C is able to find a
high-quality feasible solution in a shorter CPU time than B&C.

VI. CONCLUSION

This paper develops a novel interval optimization approach
to manage both transmission contingencies and uncertain re-
newable generation in CCUC. Transmission contingencies are
modeled by intervals for the first time, and its conservativeness
is reduced. The resulting MILP problem is decomposed into
unit-level subproblems so that SLR and B&C can be efficiently
applied. The underlying idea of converting discrete events into
continuous intervals can be used in other problems to capture
multiple cases by one case.
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