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With the growing demand of energy on a worldwide scale, improving the efficiency of energy resource
use has become one of the key challenges. Application of exergy principles in the context of building
energy supply systems can achieve rational use of energy resources by taking into account the different
quality levels of energy resources as well as those of building demands. This paper is on the operation
optimization of a Distributed Energy System (DES). The model involves multiple energy devices that
convert a set of primary energy carriers with different energy quality levels to meet given
time-varying user demands at different energy quality levels. By promoting the usage of
low-temperature energy sources to satisfy low-quality thermal energy demands, the waste of
high-quality energy resources can be reduced, thereby improving the overall exergy efficiency. To
consider the economic factor as well, a multi-objective linear programming problem is formulated.
The Pareto frontier, including the best possible trade-offs between the economic and exergetic objectives,
is obtained by minimizing a weighted sum of the total energy cost and total primary exergy input using
branch-and-cut. The operation strategies of the DES under different weights for the two objectives are
discussed. The operators of DESs can choose the operation strategy from the Pareto frontier based on
costs, essential in the short run, and sustainability, crucial in the long run. The contribution of each
energy device in reducing energy costs and the total exergy input is also analyzed. In addition, results
show that the energy cost can be much reduced and the overall exergy efficiency can be significantly
improved by the optimized operation of the DES as compared with the conventional energy supply
system using the grid power only.

� 2015 Elsevier Ltd. All rights reserved.
1. Introduction

With the growing demand of energy on a worldwide scale,
improving the efficiency of energy resource use has become one
of the key challenges. The consumption of primary energy in build-
ings accounts for more than one third of the total world’s energy
consumption [1]. Most of the energy used in buildings is required
to maintain room temperatures at around 20–26 �C, or to heat
water at a temperature around 60 �C. These thermal demands are
commonly supplied by electricity or fossil sources [1,2].
Assessments of energy use in buildings are usually based on quan-
titative considerations by using the First Law of Thermodynamics
[1]. Concerning the conservation of energy, the First Law, however,
does not take into account the degradation of the energy quality
that takes place when high-quality energy resources, such as elec-
tricity or fossil fuels, are used to satisfy low quality thermal
demands.

Exergy, derived from the Second Law of Thermodynamics, is a
measure of the energy quality. It is the maximum amount of work
that can be obtained from an energy flow as it comes to the equi-
librium with the reference environment [1,3–7], and can be viewed
as the potential of a given energy amount. Unlike energy, exergy is
not subject to conservation (except for reversible processes).
Rather, exergy is destroyed due to irreversibilities in any real pro-
cess [8]. Exergy analysis was used for performance evaluation of
single energy systems, e.g., geothermal systems [9–11], cogenera-
tion systems [12–15], renewable energy sources [16], and heat
recovery steam generators [17], with the aim to find the most
rational use of energy. The performances of different options of
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Nomenclature

A area (m2)
_B biomass mass flow rate (kg/h)
c constant in Eq. (29) (kW h/$)
_C cooling rate (kW)
COP coefficient of performance
Cost total energy cost ($)
DR maximum ramp-down rate (kW)
exbio specific chemical exergy of biomass (kW h/kg)
exgas specifical chemical exergy of natural gas (kW h/Nm3)
_E electricity rate (kW)
Ex exergy (kJ)
_Ex exergy rate (kW)
Fobj objective function
Fq Carnot factor
_G natural gas volumetric flow rate (Nm3/h)
_GT total solar irradiance (kW/m2)
_H heating rate (kW)
H thermal energy (kW h)
k generation level of the energy device (kW)
LHVbio lower heat value of biomass (kW h/kg)
LHVgas lower heat value of gas (kW h/Nm3)
Pbio biomass price ($/t)
Pgas natural gas price ($/Nm3)
Pgrid electricity price ($/kW h)
_QGT;ex heat rate made available by the exhaust gas (kW)

t time (h)
T temperature (K)
UR maximum ramp-up rate (kW)
x binary decision variable

Greek symbols
Dt length of the time interval (h)
egen exergy efficiency of electricity generation
1 exergy factor
g efficiency
l percent heat loss rate of the gas turbine
n gas turbine exhaust fraction
/sto storage loss fraction

w overall exergy efficiency
x weight in Eq. (29)

Superscript/subscripts
0 reference
abs absorption chiller
bio biomass
boil boiler
buy bought
CCHP combined cooling, heating and power
coll collector
dem demand
DHW domestic hot water
di directly provided by natural gas
e electricity
ED energy device
EH electrical heater
ex exhaust gas
gas natural gas
GT gas turbine
HP heat pump
HR heat recovery
in input
max maximum
min minimum
out output
req required
SC space cooling
SH space heating
solar solar
source energy resource
sto thermal storage
th thermal

Acronyms
CCHP combined cooling, heating and power
DES distributed energy system
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energy supply systems to meet building demands were evaluated
and compared in terms of exergy efficiencies in [18–20]. The con-
cept of exergy was introduced to the building environment by
Björk et al. [21], Kilkis� [22] and Molinari [23,24]. In buildings,
energy demands are characterized by different energy quality
levels. Since the required temperatures for space heating and cool-
ing are low, the quality of these energy demands is low. The energy
quality needed for the production of domestic hot water at about
60 �C is slightly higher than that for space heating or cooling. For
electrical appliances and lighting, the highest possible quality of
energy is needed. Exergy analysis may promote the matching of
quality levels of supply and demand, by covering if possible low
quality thermal demands with low exergy sources, e.g., solar ther-
mal or waste heat of power generation processes, and electricity
demands with high exergy sources. In this way, the waste of
high-quality energy resources can be significantly reduced.
Therefore, exergy modeling explicitly exposes the irreversibility
aspect of energy use, and exergy optimization then allows increas-
ing world’s sustainability, crucial in the long run, through efficient
use of energy while considering energy qualities.

A Distributed Energy System (DES) refers to an energy system
where energy is made available close to energy consumers,
typically relying on a number of small-scale technologies [25]. In
recent years, developing DES has attracted much interest. One of
the benefits of DESs is the possibility to integrate different energy
resources, including renewable ones [26–30], as well as to recover
low-temperature waste heat for thermal use [31]. In these
applications, DESs, as the smallest units to match the quality levels
of supply and demand, provide a unique opportunity to obtain the
benefits of exergy analysis. However, most of the studies in the
literature are focused on the operation optimization of DESs to
reduce energy costs, which is essential in the short run. Among
them, integrated optimization of energy devices and energy pro-
cesses of a small eco-community was carried out in Yan et al.
[32] to reduce the total daily energy cost. The solution methodol-
ogy used was branch-and-cut. A mixed-integer optimization model
for scheduling multiple energy devices connected to a low energy
building was developed in Guan et al. [33] to minimize the overall
costs of electricity and natural gas. The problem was also solved by
branch-and-cut. Beyond minimizing costs only, optimized
operation strategies to reduce energy costs and CO2 emissions
were analyzed. In [34], a mixed-integer model for a small building
cluster was established, and the surrogate Lagrangian relaxation
method was used to solve the multi-objective problem. In [35], a
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multi-objective linear problem was programmed in the LINGO
software, and the compromise programming method was
employed to solve it.

Exergy was considered in multi-carrier energy systems in
Ramirex-Elizondo et al. [36] and Krause et al. [37], with the aim
to maximize the overall exergy efficiency defined as the ratio of
the total exergy required to meet the given energy demands to
the total primary exergy input to the system. In both papers, the
demands were not time-varying. In [36], the problems were solved
by using the ‘‘fmincon constraint nonlinear optimization solver’’
available in the Matlab optimization toolbox. Results obtained by
minimizing energy costs and maximizing the overall exergy effi-
ciency were compared. As expected, the best solution in terms of
the overall exergy efficiency was different from the most econom-
ical solution. No direct relation between the exergetic and the eco-
nomic optimization was found.

The operation optimization of a DES to satisfy given
time-varying user demands, in order to obtain a rational use of
energy resources considering exergy and energy costs, is presented
in this paper. The energy devices in the DES under consideration
are chosen from commonly used ones: biomass boiler, solar ther-
mal plant, Combined Cooling Heating and Power (CCHP), reversible
heat pump, and thermal energy storage. A set of primary energy
carriers with different energy quality levels are converted to meet
given time-varying user demands with different energy quality
levels. A multi-objective linear programming problem is formu-
lated. The economic objective is formulated as the total energy cost
to be minimized, given the time-of-day electricity prices and con-
stant natural gas and biomass prices. The exergetic objective is to
maximize the overall exergy efficiency of the DES. Since energy
demands are assumed known, the total exergy required to meet
the demands is also known, and the overall exergy efficiency can
be increased by reducing the exergy input to the DES. Therefore,
the exergetic objective is formulated as the total primary exergy
input to be minimized. Preliminary results presented in [38] are
extended in the present paper. The Pareto frontiers, consisting of
the best possible trade-offs between the energy costs, essential in
the short run, and the overall exergy efficiency crucial in the long
run, are obtained for a representative winter and summer day,
and the operators of the DES can choose the operation strategy
from the Pareto frontiers based on short- and long-run priorities.
The performance of the DES in terms of energy costs and overall
exergy efficiency are compared with those of a conventional
energy supply system, where all the energy demands are met by
the grid power. The problem is solved by using branch-and-cut.
The model is implemented by using IBM ILOG CPLEX
Optimization Studio Version 12.5.

Results of numerical testing show that the minimization of pri-
mary exergy input promotes an efficient energy supply system
where all the energy resources, including renewable ones, are used
in an efficient way. The optimized operation allows reducing
energy costs and primary exergy input as compared with conven-
tional energy supply systems. Moreover, the contribution of each
energy device in reduction of energy costs and primary exergy
input are discussed, and the operation strategies of the DES under
different weights for the two objectives are presented.

In the following, Section 2 is on the modeling of the DES and the
economic objective. The exergetic objective and the
multi-objective optimization method are described in Section 3.
Results are presented and discussed in Section 4.
2. Problem formulation

The DES under consideration consists of conversion energy
devices, thermal storage systems, and different types of end-user
demands, interconnected via different energy carriers. The energy
devices are chosen among the most commonly used ones in prac-
tical DESs. Fig. 1 shows the scheme of the DES with possible routes
of energy flows from various energy resources with different
energy quality levels via energy conversion and storage systems
to meet demands with different exergy requirements. Primary
energy devices (gas turbine, biomass boiler, solar thermal plant)
convert a set of primary input energy carriers into electricity and
heat. Secondary energy devices (reversible heat pump, heat
recovery boilers, absorption chiller) convert electricity and heat
for heating and cooling. To allow more efficient use of thermal
energy, a thermal storage section is included in the DES. A
multi-objective linear programming problem is formulated below.
Modeling of energy devices and thermal storages, modeling of
energy balance, and the economic objective are presented in
Subsections 2.1, 2.2, and 2.3, respectively. The exergetic objective
is presented later in Section 3.

2.1. Modeling of energy devices and thermal storages

In this subsection, the modeling of the biomass boiler, solar
thermal plant, CCHP system, reversible heat pump and thermal
energy storage is presented. It is assumed that the energy devices
involved in the DES have constant efficiencies, although the effi-
ciencies actually depend on partial loads. The constant-efficiency
assumption for energy devices is systematically used in the scien-
tific literature for design and operation optimization problems of
large-scale DESs to maintain the problem linearity [31,35,39–42].
For biomass boiler, heat recovery boilers, heat pump, and gas tur-
bine generator, the common constraint is the capacity constraint.
For simple presentation, this general constraint is described as fol-
lows. If the energy device, ED, is in use, (the on/off binary decision
variable xED(t) is equal to 1), its generation level, kED(t) (a continu-

ous decision variable), has to be within the minimum value, kmin
ED ,

and the capacity, kmax
ED , i.e.,

xEDðtÞ � kmin
ED 6 kEDðtÞ 6 xEDðtÞ � kmax

ED ; for all t: ð1Þ

Additional constraints of each device are considered below.

2.1.1. Modeling of the biomass boiler
A biomass boiler is used to meet the demand of domestic hot

water. The mass flow rate in the biomass boiler, _BboilðtÞ; is given by:

_BboilðtÞ ¼ _HbioðtÞ=ðgboil;bio � LHVbioÞ; for all t; ð2Þ

where _HbioðtÞ is the heat generation level of the biomass boiler,
gboil,bio the combustion efficiency of the boiler, and LHVbio the lower
heat value of the biomass.

2.1.2. Modeling of the solar thermal plant
The solar thermal plant is also used to meet the demand of

domestic hot water. The heat generation level of the solar plant,
_HsolarðtÞ; is [41]:

_HsolarðtÞ ¼ gcoll � Acoll � _GTðtÞ; for all t; ð3Þ

where Acoll is the collector area that is assumed to be known, gcoll is

the collector efficiency, and _GTðtÞ is the total solar irradiance.

2.1.3. Modeling of the CCHP
A CCHP system consists of a gas turbine to meet the electricity

demand; an absorption chiller, using high-temperature exhaust
gas to satisfy the space cooling demand; and two heat recovery
boilers, also using high-temperature exhaust gas to satisfy
demands of space heating and domestic hot water [43]. The layout
of the CCHP system is sketched inside the bold lines in Fig. 1.



Fig. 1. Scheme of the DES for the operation optimization problem.
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Cooling and heating can be also directly generated by supplemen-
tary burning of natural gas in the absorption chiller and boilers,
respectively. Constraints considered for the CCHP system are pre-
sented below.

The CCHP ramp rate constraints limit the variations in the
power generation between two successive time steps to be within
the ramp-down, DRCCHP, and ramp-up, URCCHP, [44]:

�DRCCHP 6
_ECCHPðtÞ � _ECCHPðt � DtÞ 6 URCCHP ; for all t; ð4Þ

where _ECCHPðtÞ and _ECCHPðt � DtÞ are energy generation levels at time
t and (t � Dt), respectively. The ramp-down rate, DRCCHP, and
ramp-up rate, URCCHP, are assumed to be the same [45,46].

The volumetric flow rate of natural gas, _GGTðtÞ, required by the
gas turbine to provide electricity is:

_GGTðtÞ ¼ _ECCHPðtÞ=ðge � LHVgasÞ; for all t; ð5Þ

where ge is the turbine gas-to-electric efficiency, that represents
how much electricity can be obtained by the combustion of the unit
volumetric flow rate of natural gas in the gas turbine, and LHVgas is
the lower heat value of natural gas.

The heat rate made available by the exhaust gas recovered from

the gas turbine, _Q GT;exðtÞ, is:

_Q GT;exðtÞ ¼ _ECCHPðtÞ � ð1� ge � lGTÞ=ge; for all t; ð6Þ

where lGT is the percent heat loss of the gas turbine which cannot
be recovered.

The exhaust gas is subdivided among the absorption chiller and
the heat recovery boilers to supply cooling for space cooling, and
heating for domestic hot water and space heating. The cooling rate

delivered by the exhaust gas to the absorption chiller, _CexðtÞ, is:

_CexðtÞ ¼ _Q GT;exðtÞ � nSCðtÞ � gHR;abs � COPabs; for all t; ð7Þ

where gHR,abs is the waste heat recovery efficiency of the absorption
chiller, and COPabs is its coefficient of performance. The continuous
decision variable nSC (t) is the percentage of exhaust gas supplied to
the absorption chiller.

Cooling can be also directly provided by supplementary burning
of natural gas in the absorption chiller. The volumetric flow rate of
natural gas, _GabsðtÞ, required by the absorption chiller to directly

provide the cooling rate _CdiðtÞ is:

_GabsðtÞ ¼ _CdiðtÞ=ðCOPabs � gabs � LHVgasÞ; for all t; ð8Þ

where gabs is the efficiency of the absorption chiller combustor.
Therefore, the total generation level of the absorption chiller,
_CCCHPðtÞ, is the sum of the cooling rate obtained by exhaust gas,
_CexðtÞ, and the cooling rate directly generated by natural gas, _CdiðtÞ:

_CCCHPðtÞ ¼ _CexðtÞ þ _CdiðtÞ; for all t: ð9Þ

Modeling of heating by the CCHP system for domestic hot water
and space heating is similar to that of cooling described above.

The sum of gas turbine exhaust fractions for space cooling,
nSC(t), in the absorption chiller, for domestic hot water, nDHW(t),
and for space heating, nSH(t), in heat recovery boilers, has to be
one, i.e.,

nSCðtÞ þ nDHWðtÞ þ nSHðtÞ ¼ 1; for all t: ð10Þ

The overall volumetric flow rate of natural gas consumed by the

CCHP system, _GCCHPðtÞ, is:

_GCCHPðtÞ ¼ _GGTðtÞ þ _GabsðtÞ þ _GDHW
boil ðtÞ þ _GSH

boilðtÞ; for all t: ð11Þ
2.1.4. Modeling of the reversible heat pump
A reversible heat pump is used to meet space heating and cool-

ing demands in the heating and cooling modes, respectively. In the
heating mode, the electricity consumption of the heat pump, _EHPðtÞ,
to produce the heating rate, _HHPðtÞ, is given by the following:

_EHPðtÞ ¼ _HHPðtÞ=COPHP; for all t; ð12Þ

where COPHP is the coefficient of performance of the heat pump in
the heating mode. Modeling of cooling mode is similar to that of
heating described above.

2.1.5. Modeling of the thermal energy storage systems
The energy stored in the domestic hot water tank at the time t,

Hsto(t), depends on the non-dissipated energy stored at the previ-
ous time step (t � Dt); the heat rate input to the storage, _Hin

stoðtÞ
(a continuous decision variable); and the heat rate released by
the storage, _Hout

sto ðtÞ (a continuous decision variable). It can be
expressed as follows [35]:

HstoðtÞ¼Hstoðt�DtÞ � ð1�ustoðDtÞÞþð _Hin
stoðtÞ� _Hout

sto ðtÞÞ �Dt; for all t;

ð13Þ

where the loss fraction usto(Dt) accounts for the heat losses through
the tank walls during the time interval, Dt. Modeling of thermal
storage systems for space heating and cooling is similar to that
described above.
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2.2. Modeling of energy balances

In order to satisfy the given time-varying user demands, elec-
tricity and thermal energy balances are formulated by matching
supply and demand.

2.2.1. Electricity balance

The electricity rate demand, _EdemðtÞ, and the electricity rate
required by the heat pump, _EHPðtÞ, must be covered by the sum
of the electricity rate delivered by the CCHP system, _ECCHPðtÞ, and
the electricity rate bought from the grid (a continuous decision
variable), _EbuyðtÞ, i.e.,

_EdemðtÞ þ _EHPðtÞ ¼ _ECCHPðtÞ þ _EbuyðtÞ; for all t: ð14Þ
2.2.2. Domestic hot water balance

The heat rate demand for domestic hot water, _HDHW
dem ðtÞ, must be

satisfied by the sum of the heat rates delivered by the CCHP system
(i.e., the sum of the heat rate provided by the exhaust gas and the
heat rate directly generated by the natural gas, _HDHW

CCHPðtÞ), the solar

thermal plant, _HsolarðtÞ, the biomass boiler, _HbioðtÞ, and the thermal
storage, _Hout

sto ðtÞ � _Hin
stoðtÞ, i.e.,

_HDHW
dem ðtÞ ¼ _HDHW

CCHPðtÞ þ _HsolarðtÞ þ _HbioðtÞ þ _Hout
sto ðtÞ

� _Hin
stoðtÞ; for all t: ð15Þ

The space heating and cooling balances can be expressed in a
similar way.

2.3. Economic objective

The economic objective is to minimize the total energy cost,
Cost, which is the sum of three terms: cost of buying electricity
from the power grid, cost of natural gas, and cost of biomass as
follows:

Cost ¼
X

t

ðPgridðtÞ � _EbuyðtÞ þ Pgas � _GbuyðtÞ þ Pbio � _BbuyðtÞÞ � Dt; ð16Þ

where Pgrid(t) is the time-of-day unit price of electricity from the
power grid at time t, Pgas and Pbio are the constant unit prices of
gas and biomass, respectively, and Dt is the length of the time inter-
val. In Eq. (16), the volumetric flow rate of natural gas bought,
_GbuyðtÞ, corresponds to the total energy consumption requirement
of the CCHP system, and the mass flow rate of biomass bought,
_BbuyðtÞ, corresponds to the energy consumption requirement of the
biomass boiler.
3. The exergy analysis and the multi-objective optimization
method

The exergy analysis and exergetic objective function are dis-
cussed in Subsection 3.1. To solve the problem with economic
and exergetic objectives, the multi-objective optimization method
is discussed in Subsection 3.2.

3.1. Exergy analysis and exergetic objective

In buildings, energy demands are characterized by different
energy quality levels. For electrical appliances and lighting, the
highest possible quality of energy is needed since electricity is the-
oretically fully convertible into useful work. The exergy rate
required by the building to meet the electricity demand, _Exe

demðtÞ,
can be evaluated as follows [47]:
_Exe
demðtÞ ¼ _EdemðtÞ; for all t: ð17Þ

For thermal demands, exergy is directly related to the temper-
ature required for the demand under consideration – the higher
temperature required, the higher exergy. The exergy rate required
by the building to meet the domestic hot water demand, _ExDHW

dem ðtÞ,
can be evaluated as follows [47]:

_ExDHW
dem ðtÞ ¼ FqðtÞ � _HDHW

dem ðtÞ; for all t; ð18Þ

with the Carnot factor, Fq(t),

FqðtÞ ¼ 1� T0ðtÞ=Treq; for all t; ð19Þ

which depends on both the temperature required, Treq, and the ref-
erence temperature, T0(t). By following a dynamic exergy analysis,
the hourly ambient temperatures are considered as reference tem-
peratures [48].

The exergy required by the building to meet the space heating
and cooling demands can be evaluated in a similar way.

The total exergy output, Exout, is the total exergy required to
meet the given user energy demands, as formulated in the
following:

Exout ¼
X

t

ð _Exe
demðtÞ þ _ExDHW

dem ðtÞ þ _ExSH
demðtÞ þ _ExSC

demðtÞÞ � Dt: ð20Þ

At the supply side, input energy carriers are characterized by
different energy quality levels as well. Instead of analyzing the
exergy input and output of each step in the energy supply chain
from generation to utilization, the total exergy input to DES and
the total exergy output required to meet the energy demands are
considered for simplicity, assuming known the efficiencies of
energy devices. The energy carriers input to the DES under consid-
eration include electricity, natural gas, biomass and solar, as dis-
cussed in the following.

Electricity from the power grid is an energy carrier provided by
power generation plants, and their exergy efficiency, egen, is based
on the technologies used in the plants. The exergy rate of the elec-
tricity from the power grid is [36,37]:

_ExeðtÞ ¼ _EbuyðtÞ=egen; for all t: ð21Þ

For natural gas, its specific chemical exergy is the maximum
work that can be obtained from the substance, by taking it to the
chemical equilibrium with the reference environment at the con-
stant temperature and pressure [6]. The exergy input rate of natu-
ral gas, _ExgasðtÞ, is the exergy input to the CCHP system, and it is the
overall natural gas volumetric flow rate consumed by the CCHP

system, _GCCHPðtÞ, multiplied by the specific chemical exergy of nat-
ural gas, exgas, i.e.,

_ExgasðtÞ ¼ exgas � _GCCHPðtÞ; for all t: ð22Þ

The specific chemical exergy of natural gas, exgas, can be evalu-
ated by multiplying the exergy factor, 1gas, and the lower heat
value, LHVgas,

exgas ¼ 1gas � LHVgas: ð23Þ

According to [6], the exergy factor for natural gas is equal to
1.04 ± 0.5%.

Similar to that of natural gas, the exergy input rate of the biomass
fuel, _ExbioðtÞ, is the exergy input rate to the biomass boiler. It is the
product of the biomass mass flow rate consumed by the biomass
boiler, _BboilðtÞ, and the specific chemical exergy of biomass, exbio, i.e.,

_ExbioðtÞ ¼ exbio � _BboilðtÞ; for all t: ð24Þ

The specific chemical exergy of biomass, exbio, can be evaluated
as the product of the exergy factor, 1bio, and the lower heat value,
LHVbio,
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exbio ¼ 1bio � LHVbio: ð25Þ

According to [6], the values of the exergy factor for wood are in
the range 1.15–1.30.

Solar energy from the collectors is considered as a low-exergy
source since the solar exergy input rate, _ExsolarðtÞ, is evaluated at
the output of the solar collector field [49,50], i.e.,

_ExsolarðtÞ ¼ _HsolarðtÞ � ð1� T0ðtÞ=Tout
collÞ; for all t; ð26Þ

where Tout
coll is the temperature of the heat transfer fluid at the exit of

the collector.
The total primary exergy input, Exin, is formulated as the sum of

the exergy rates of the primary energy carriers over time, as
follows:

Exin ¼
X

t

ð _ExeðtÞ þ _ExgasðtÞ þ _ExbioðtÞ þ _ExsolarðtÞÞ � Dt: ð27Þ

With the exergy output and input defined above, the overall
exergy efficiency is the ratio of the total exergy output, Exout, to
the total primary exergy input, Exin, as follows:

w ¼ Exout=Exin: ð28Þ

As mentioned earlier, the total exergy required to meet the
given energy demands is known, and the overall exergy efficiency
in Eq. (28) can be increased by reducing the exergy input to the
DES. Therefore, the exergetic objective is formulated as the total
primary exergy input, Exin, as in Eq. (27).

3.2. Multi-objective optimization method

With the exergetic objective function formulated in Eq. (27) and
the economic objective function formulated in Eq. (16), the prob-
lem has two objective functions to be minimized. To solve this
multiple-objective problem, a single objective function is formu-
lated as a weighted sum of the total energy cost, Cost, and the total
primary exergy input, Exin:

Fobj ¼ c �x � Cost þ ð1�xÞ � Exin; ð29Þ

where the constant c is chosen such that the terms c�Cost and Exin

have the same order of magnitude. The Pareto frontier involving
the best possible trade-offs between the two objectives can be
found by varying the weight x in the interval 0–1. The solution that
minimizes the total energy cost is obtained for x = 1, whereas the
solution that minimizes the total exergy input (i.e., maximizes the
overall exergy efficiency) is obtained for x = 0. Then the constant
c is calculated as the ratio of the total exergy input obtained by
energy cost minimization to the total cost obtained by exergy input
minimization. With constant c, the best possible trade-offs between
the two objectives, appertaining to the Pareto frontier, are obtained
by solving the problem with values of x varying in-between 0 and
1. The problem formulated in Sections 2 and 3 is linear and involves
both discrete and continues variables, so this mixed integer linear
programming problem is to be solved by branch-and-cut.
Mixed-integer linear programming problems are usually difficult
to solve because a set of decision variables are restricted to integer
values. Branch-and-cut is generally powerful for mixed-integer lin-
ear optimization problems. In the method, all integrality require-
ments on variables are first relaxed, and the relaxed problem can
be efficiently solved by using a linear programming method. If the
values of all integer decision variables turn out to be integers, the
solution of the relaxed problem is optimal to the original problem.
If not, the convex hull (the smallest convex set that contains all fea-
sible integer solutions in the Euclidean space) is needed since once
it is obtained, all integer decision variables of the linear program-
ming solution are integers and optimal to the original problem.
The process of obtaining the convex hull, however, is problem
dependent, and can itself be NP hard. Valid cuts that do not cut
off any feasible integer solutions are added, trying to obtain the
convex hull first. If the convex hull cannot be obtained,
low-efficient branching operations may then be needed on the vari-
ables whose values in the optimal relaxed solution violate their
integrality requirements. The objective value of the current optimal
relaxed solution is a lower bound, and can be used to quantify the
quality of a feasible solution. The optimization stops when CPU time
reaches the pre-set stop time or the relative gap falls below the
pre-set stop gap.

4. Numerical testing

The method developed above has been implemented by using
IBM ILOG CPLEX Optimization Studio Version 12.5.
Branch-and-cut is powerful for mixed-integer linear optimization
problems, and easy to code by using commercial solvers. CPLEX, a
popular and powerful solver where branch-and-cut is implemented
with flexibility and high-performance, is therefore used to solve the
optimization problem. Two examples are presented. The first, a text-
book example, shows that the optimized operation of the DES allows
reducing energy costs and primary exergy input, compared with
conventional energy supply systems. In the second example, the tar-
geted energy consumer is a large hotel. The Pareto frontier involving
the best possible trade-offs between the economic and the exergetic
objectives is presented, and the operation strategies of the DES
under different weights for the two objectives are discussed. Then,
the contribution of each energy device in reducing energy costs
and primary exergy input is analyzed. The effects of the constant
efficiency assumption on the optimized operation strategies
attained by the multi-objective optimization are also analyzed.

4.1. Example 1

In this example, a building located in Beijing is considered, and
two types of energy demands are involved, electricity and space
heating, with different energy quality levels required. Two config-
urations of the energy supply system under consideration are
described in Fig. 2. The first is a conventional one with only the grid
power to meet both the electricity demand directly and the
electricity required by an electric heater (100% energy conversion
efficiency) to satisfy the space heating demand. The electricity
balance formulated in (14) needs to be modified as follows:

_EdemðtÞ þ _EEHðtÞ ¼ _EbuyðtÞ; for all t; ð30Þ

where _EEHðtÞ represents the electricity rate required by the electric
heater. The second configuration is a DES involving a CCHP system
and the power grid. The heat pump related term in the electricity
balance (14) needs to be deleted.

To evaluate the exergy required by the building to meet the
space heating demand, the indoor air temperature is set to
293.15 K. The ambient temperature, 269.15 K, is assumed as the
reference temperature. Two non-consecutive hours are chosen.
Energy prices as well as energy rate demands and exergy required
to satisfy these energy demands for a typical winter day in January
are presented in Table 1.

In the first configuration, the building demands are completely
satisfied by the grid power, therefore there is no trade-off between
the energy cost and exergy efficiency. For the two hours under con-
sideration, the total energy cost is $ 30.45 and the total exergy
input is 546.88 kJ with an 11.9% overall exergy efficiency. For the
second configuration, there are several operation strategies to
meet the building demands. The Pareto frontier consisting of a
set of possible trade-offs between the two objective functions
(i.e., Cost and Exin) is presented in Fig. 3, and the overall exergy



Fig. 2. Configurations analyzed to meet the energy demands of a building in Beijing.

Table 1
Energy prices, energy and exergy rate demands.

Hour 1 2

Energy price Power grid price ($/kW h) 0.07 0.20
Gas price ($/Nm3) 0.38 0.38

Energy rate demand Electricity (kW) 5 50
Space heating (kW) 30 90

Exergy rate demand Electricity (kW) 5 50
Space heating (kW) 2.5 7.4

M. Di Somma et al. / Energy Conversion and Management 103 (2015) 739–751 745
efficiency w is also presented. The point marked with a is obtained
by minimizing the total energy cost. The electricity demand is sat-
isfied by the grid power in the first hour since its price is low, and
satisfied by CCHP in the second hour in view of the higher grid
price. It can be seen that when the economic objective function
is minimized, the operation of the DES is sensitive to the grid price.
At this point, the total energy cost is $ 9.64, and it is reduced by
nearly 70% as compared with that of the first configuration because
of the usage of the CCHP system to take advantage of the grid price
variation. The point marked with b is obtained by minimizing the
total exergy input. In the first hour, the electricity demand is com-
pletely satisfied by the CCHP system despite of low grid power
price, and the space heating demand is satisfied by the exhaust
heat and the direct burning of natural gas in the boiler since the
exhaust heat is not enough to cover the demand. In the second
hour, 43.87 kW of the demand is satisfied by the CCHP system such
that the space heating demand is satisfied by the exhaust heat
without waste. When the exergetic objective function is mini-
mized, the operation of the DES is independent of the grid power
price variation. The total exergy input is 246.23 kJ, and it is reduced
by about 55% as compared with that of the first configuration by
the usage of exhaust gas in the CCHP system. This example shows
that the energy cost and input exergy are sensitive to the variation
of the DES operation.

4.2. Example 2

In this example, the targeted system is a hypothetic large hotel
in Beijing with a 30,000 m2 area, with the power grid, natural gas,
Fig. 3. Trade-offs between the two objective functions for the second configuration.
biomass, and solar energy as primary energy carriers. Electricity,
domestic hot water, space heating and cooling demands are con-
sidered, with different energy quality levels required. A typical
winter day of January and a typical summer day of July are chosen
with one hour as time-step. The configuration of the DES analyzed,
including the sizes of energy devices, is shown in Fig. 4.

In the following, the input data for the optimization model are
described in Subsection 4.2.1. The Pareto frontiers for both winter
and summer cases are presented in Subsection 4.2.2. The opti-
mized operation of the DES is also discussed for a trade-off point
on the Pareto frontier to show how the operation strategy affects
the energy costs and input exergy under different weights for the
two objectives. To show how each energy device contributes to
the reduction of energy costs and exergy input, results of energy
cost minimization and exergy input minimization are presented
for different DES configurations in Subsection 4.2.3. To show how
the constant efficiency assumption affects the optimized operation
strategies, the performance of the heat pump and the variation of
the gas turbine electric efficiency at partial loads are considered
in the multi-objective optimization in Subsection 4.2.4.

4.2.1. Input data
The required input data include building energy demands,

prices and exergy factors of primary energy carriers, and efficien-
cies of energy devices as discussed below.

4.2.1.1. Building energy demands. The hourly electricity, domestic
hot water, space heating and cooling demands are taken from a
comprehensive investigation about energy demands of hotels in
Beijing [42], and the energy rate demand profiles for a typical win-
ter day of January and of July, respectively, are chosen as shown in
Fig. 5. The exergy of thermal demands for each day is evaluated by
assuming the reference temperatures as the hourly ambient tem-
peratures of the corresponding day, taken from meteorological
data in Beijing [51]. The temperatures required for domestic hot
water, space heating and cooling demands, Treq, are set to be
333.15 K, 293.15 K and 299.15 K, respectively [52].

4.2.1.2. Prices and exergy of primary energy carriers. As mentioned
earlier, power grid, natural gas, biomass, and solar energy, are pri-
mary energy carriers. The first three are assumed unlimited in this
study, for simplicity. The grid power price is time-varying as
shown in Fig. 5 [53], and the exergy efficiency of the power gener-
ation plant is assumed equal to 0.32 [54], a typical value when
electricity is mostly generated by coal-fired thermal power plants
as in China [55]. The price of natural gas is assumed equal to
0.38 $/Nm3 [53], and the fuel of the biomass boiler is assumed to
be wood pellet with a price of 70 $/t [56]. Their exergy factors
are assumed equal to 1.04 and 1.16 [6], respectively. To evaluate
the heat rate provided by the collector field, for each hour of the
representative winter day of January, the solar irradiance has been
evaluated as the average of the hourly mean values of the solar
irradiance in the corresponding hour of all January days. The same



Fig. 4. DES configuration analyzed in Example 2 for the hypothetical hotel in Beijing.

Fig. 5. Energy rate demands of a hypothetic hotel in Beijing and grid price.
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has been done for a representative summer day of July [51]. In the
evaluation of the Carnot factor for the solar exergy input rate
(Eq. (19)), the temperature of the heat transfer fluid at the exit of
the collector field is assumed constant and equal to 353.15 K.
Table 2
Efficiencies of energy devices and thermal storage systems.

Primary energy devices Efficiency

Electrical Thermal

Gas turbine 0.24 0.68
Biomass boiler 0.80
Solar thermal 0.40

Secondary energy devices Efficiency

Heating mode Cooling mode

Heat pump COP = 3.0 COP = 3.2
Heat recovery boiler gboil = 0.90

gHR,boil = 0.74
Absorption chiller COPabs = 1.2

gabs = 0.85
gHR,abs = 0.70

Thermal storages loss fraction: usto = 0.10
4.2.1.3. Efficiency of energy devices and thermal storages. In the fol-
lowing reference is made to a turbine with an actual nominal peak
output of 1250 kW and an exhaust gas temperature of 785.15 K. It
operates at a 24% gas-to-electric turbine efficiency with an 8% heat
loss efficiency [57]. A gas fired absorption chiller that can be indi-
rectly fired by turbine exhaust gas is chosen for the system. The
COP of the chiller unit is 1.2 with an exhaust gas temperature of
443.15 K and its combustion efficiency is 85% [58]. An efficiency
of 90% is chosen for the natural gas boiler. The exhaust gas temper-
ature of the heat recovery boiler can be safely brought down to
403.15 K. The heat recovery efficiency of the boiler is defined as
the ratio of difference between the initial exhaust gas temperature
from the turbine and the final exhaust gas temperature out of the
heat recovery boiler to the difference between the initial exhaust
gas temperature from the turbine and the ambient temperature.
The heat recovery efficiency of the absorption chiller is determined
in the same way. The efficiencies of the wood pellet biomass boiler
and solar thermal are assumed to be 80% and 40%, respectively.
Typical values of the coefficient of performance of heat pumps in
Beijing have been used. The loss fractions of thermal storages have
been assumed equal to 0.10. The above mentioned data are listed
in Table 2.
4.2.2. Pareto frontier
The optimization problem can be solved within several seconds

with a mixed integer gap 0.1%, and the Pareto frontiers of both
winter and summer cases are shown in Fig. 6. For the winter case,
the point marked with a is obtained by minimizing the total daily
energy cost, and the daily energy cost is 3340 $/d whereas the daily
exergy input is 100,210 kJ/d. The point marked with b is obtained
by minimizing the total daily exergy input. The daily energy cost
is 3549 $/d whereas the daily exergy input is 92,548 kJ/d. The
points between the extreme points are found by subdividing the



Fig. 6. Trade-offs between the two objective functions.
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weight interval into 100 equally-spaced points. There are 17 points
since some solutions have been found under more than one weight
values. For the summer case, its Pareto frontier with 13 points is
obtained in the same way, where the points marked with a0 and
b0 are obtained by minimizing the total daily energy cost and the
total daily exergy input, respectively. The operators of the DES
can choose the operation strategy from the Pareto frontier based
on their cost and exergy preference and priorities. For the illustra-
tion purpose, the point marked with c in the winter case is chosen
to show the optimized operation of the DES under a higher weight
of 0.7 for the economic objective. The point marked with c’ in the
summer case is chosen to show the optimized operation of the
DES under a higher weight of 0.62 for the exergetic objective.

Fig. 7 shows the hourly grid power price, electricity rate
demand, electricity rate consumed by the heat pump, electricity
rate provided by the CCHP system, and electricity rate bought from
the power grid, for point c of the winter day and point c’ of the
summer day. In the winter case, electricity is bought from the
power grid when its price is low, e.g., from 0:00 to 5:00, and it is
used to meet the electricity demand and to drive the heat pump.
Conversely, when the grid power price increases, the CCHP system
is used to meet the electricity demand and to drive the heat pump,
for example, at 15:00, 16:00, 18:00 and 19:00. In the summer case,
the operation of the DES is less sensitive to the grid power price
variation. For instance, from 0:00 to 5:00, despite the low grid
power price, electricity from the CCHP system is mostly used to
meet the electricity demand and to drive the heat pump. With less
electricity bought from the power grid, the total daily exergy input
would be lower.

The hourly domestic hot water rate demand, the hourly heat
rates provided by the CCHP system, by the biomass boiler, by the
solar thermal, and the thermal energy stored, are reported in
Fig. 8. The figure points out the differences in the operation of
the DES under different weights for the economic and exergetic
objectives. For point c in the winter case, the biomass boiler,
instead of the gas-fired boiler, is used to meet the domestic hot
water demand, because of its lower price. In addition, since the
solar thermal plant is sized to almost totally satisfy the hot water
demand in the winter day during the insolation hours, thermal
energy is never stored during the insolation hours. Conversely,
for point c’ in the summer case, the biomass boiler is never used
to meet the domestic hot water demand. This is due to the fact that
biomass is a high-quality renewable energy resource, and it should
not be used for the low quality thermal demand. This result agrees
with those presented in [1], where different energy supply systems
for space heating and domestic hot water demands (i.e., natural gas
boiler, wood pellet boiler, ground source heat pump, and waste
district heat), were compared through exergy analysis. It was
shown that the exergy input of the wood-fuelled boiler is the lar-
gest among the four options, since wood is a renewable and high
quality energy resource, but the conversion efficiencies of wood
boilers are usually not as high as those of conventional natural
gas boilers. The fact that the exergy input is the largest indicates
that such an energy supply does not promote efficient use of the
potential of the energy sources used. In addition, in the summer
case, thermal energy is mostly stored during the insolation hours
because of the higher solar irradiation and the lower hot water
demand, and the stored energy is recovered for the evening hours.

The hourly grid prices, hourly space heating and cooling rate
demands, hourly heat and cooling rates provided by the CCHP sys-
tem and by the heat pump, and thermal energy stored, are reported
in Fig. 9. Results are similar to those shown in Fig. 8. In the winter
case, the operation of the DES is more sensitive to the grid price
variation, and in the summer case, the operation of the DES is less
sensitive to that.

4.2.3. Energy cost and exergy input for various configurations of the
DES

To show how each energy device contributes to the reduction of
energy costs and exergy input, various configurations of the DES to
meet the building demands for the winter day are now analyzed.
For each configuration, one energy device is taken out of the DES,
including the biomass boiler, thermal storage system, the solar
thermal plant, the heat pump, the gas turbine in the CCHP system,
and the entire CCHP system. The total daily energy cost and exergy
input obtained by minimizing the energy cost and exergy input, as
well as the conventional system, i.e., all from the grid power, are
compared in Fig. 10. Results for the summer day are similar.

Configuration 1 is the reference case, consisting of all energy
devices mentioned in Section 2. Configuration 2 excludes the bio-
mass boiler from the reference case. When the total energy cost
is minimized, results show a higher total daily energy cost than
that of the reference case, due to the low price of biomass. When
the exergy input is minimized, the daily energy cost and exergy
input are the same as those in the reference case since the biomass
boiler is not used to meet the low-quality domestic hot water
demand. This is due to the fact that biomass is a high-quality
renewable energy resource, and should be used to supply high
exergy demands such as electricity. This result agrees with those
presented in [18], where it was shown that when the biomass is
used as fuel of boilers for thermal purposes, a lower exergy effi-
ciency is attained as compared with when the biomass is used as
fuel of CHP plants. Minimization of not only fossil but also renew-
able energy input promotes efficient use of all energy resources.

Configuration 3 excludes the thermal energy storage from the
reference case. When the economic objective function is
minimized, the total daily energy cost is higher than that of the
reference case. When the exergetic objective function is minimized,
the total daily exergy input is higher than that of the reference
case. This confirms that the use of thermal storage systems



Fig. 7. Hourly grid price, electricity rate demand, electricity rate consumed by the heat pump, electricity rates provided by the CCHP and the power grid, for points c and c0 .

Fig. 8. Hourly domestic hot water rate demand, hourly heat rates provided by CCHP, biomass boiler, solar thermal plant, thermal energy stored, for points c and c0 .

Fig. 9. Hourly space heating/cooling rate demands, hourly heat/cooling rates provided by the CCHP system and by the heat pump, thermal energy stored, for points c and c0 .
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increases economic savings and improves the efficiency of energy
resource use.

Configuration 4 excludes the solar thermal plant, and the
results are similar to those for Configuration 3. In the reference
case, the solar thermal plant is used to meet the low-quality
domestic hot water demand. When the solar thermal plant is
excluded, other energy devices are used to meet the domestic
hot water demand with a higher total exergy input. The absence
of the free solar energy resource also increases the energy costs.
For Configuration 5, the significant increase in the energy cost
and input exergy when the heat pump is excluded demonstrates
the essential role of the heat pump because of its high conversion
efficiency.

Configuration 6 excludes the gas turbine generator of the CCHP
system. Without exhaust gas, the heat recovery boilers and the
absorption chiller are driven by natural gas. Results underline the
important role of the gas turbine in the reduction of both the
energy cost and exergy input. When the energy cost is minimized,
the increase in the cost is mainly due to the fact that the electricity
demand is now fully satisfied by the grid power even when its
price is high. When the exergy input is minimized, the domestic
hot water demand is satisfied by the gas-fired boiler during
non-insolation hours while the biomass boiler is not used although
it is cheaper than natural gas. Both wood and natural gas are
high-quality energy resources, but the efficiency of the biomass
boiler is lower than that of the conventional gas-fired boiler.
Configuration 7 excludes the entire CCHP system. Results show
that the total energy cost as well as the total exergy input are
the same for both energy cost and exergy input minimization,
implying that the total energy costs and exergy input are the same



Fig. 10. Daily energy cost and exergy input for Configurations 1–7 and the conventional system in the winter day.
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for all weights because there are other no choices to meet energy
demands. The cost is higher than that of Configuration 6 under cost
minimization, since space heating is fully satisfied by the heat
pump driven by electricity from the power grid. The daily exergy
input is larger than that in Configuration 6 under exergy minimiza-
tion, because of the high exergy content of the electricity bought
from the power grid. The exergy increase is also because of the
use of the biomass boiler to meet the domestic hot water demand.

Results found in this work, related to the usefulness of solar ther-
mal, heat pumps and waste heat recovery from an exergy perspec-
tive, agree with those presented in [19,20]. In [19], four options (i.e.,
heat pump, condensing boiler, conventional boiler and solar collec-
tor) were analyzed and compared to meet the space heating
demand of a building through energy and exergy analysis, and it
was shown that the heat pump and the solar thermal collectors have
the best performance in terms of exergy efficiency. In [20], it was
shown that, among different energy supply systems for heating
and cooling purposes, the highest overall exergy efficiencies are
achieved by solutions employing waste heat from a cogeneration
plant, followed by highly efficient electrical heat pumps.

Finally, the daily energy cost and exergy input are evaluated for
the conventional energy supply system. The grid power is used to
meet the electricity demand directly and the electricity required by
an electric heater (100% energy conversion efficiency) and by an
electric boiler (98% energy conversion efficiency) to satisfy the
space heating and domestic hot water demands, respectively.
With all demands satisfied by the grid power, the total energy cost
is 12,728 $/d, and it is 3.8 times of the cost for the reference case
(3340 $/d) obtained by the cost minimization. While the total
exergy input is 277,291 kJ/d, and it is nearly 3 times of the exergy
for the reference case (92,548 kJ/d) obtained by the exergy input
minimization. It can be seen that by the optimized operation of
the DES, the energy cost and exergy input are much reduced.

4.2.4. Effect of partial loads performance of heat pump and gas turbine
in the CCHP system on the optimized operation strategies of the DES

To show how the constant efficiency assumption affects the
optimized operation strategies of the DES, while maintaining the
problem linearity, the performance of the heat pump and the gas
turbine in the CCHP system at partial loads is analyzed for the win-
ter case in this subsection. The CCHP system and the heat pump are
the two energy devices which contribute to the reduction of energy
costs and primary exergy input in a major way, as shown in
Subsection 4.2.3.

Unlike the other energy devices, the partial load performance of
the heat pump can be deduced from the full load value [59] and the
problem linearity is maintained. However, the electric efficiency of
the gas turbine generator is a nonlinear function of the generation
level (a continuous decision variable), which makes the problem
nonlinear. Therefore, to maintain the problem linear, the effects
of the variation of the gas turbine electric efficiency at partial loads
on the optimized operation strategies of the DES are evaluated
through a heuristic iterative approach. This approach consists of
iterating the following steps till convergence.

(1) Solve the optimization problem including the partial load
performance of the heat pump and considering the turbine
electric efficiency as a vector of 24 components.

(2) For each hour of the day, evaluate the gas turbine electric
efficiency from the gas turbine efficiency-load curve [60]
by entering the curve with the electricity provided by the
gas turbine coming from step 1, expressed in percentage of
the full load.

(3) If convergence is not reached, update the turbine electric
efficiency vector, and then return to step 1.

At the beginning, step 1 has to be performed considering for all
24 h the gas turbine electric efficiency equal to the one at full load.

Accounting for the performance of the heat pump and the vari-
ation of the gas turbine electric efficiency at partial loads, under
cost minimization, the daily energy cost increases by 2.7% as com-
pared with the minimum energy cost obtained with constant effi-
ciencies of all the energy devices. Under exergy minimization, the
daily primary exergy input increases by 2.5% as compared with the
minimum primary exergy input obtained with constant efficien-
cies of all the energy devices.

The optimized operation strategies (shares of the energy
provided by each energy device normalized on the total energy
provided to meet the corresponding energy demand in the winter
day), under different weight values, are compared in the following.
Results for the summer case are similar. Figs. 11 and 12 show the
optimized operation strategies to meet the electricity load (sum of
the electricity demand and electricity required by the heat pump)
and thermal demands, respectively, obtained by varying the
weight x from 0 to 1 with a 0.1 increase: (a) considering constant
efficiencies for all the energy devices, (b) considering the
performance of the heat pump and the variation of the gas turbine
electric efficiency at partial loads, while maintaining constant
efficiencies of the other energy devices. From the comparison
between (a) and (b) of the two figures, it can be seen that the
trends of the operation strategies are almost the same when x
varies from 1 to 0 (from economic to exergetic optimization).

Fig. 11 shows that for both the cases, when x varies from 1 to 0,
the share of the electricity provided by the CCHP system increases,
highlighting the importance of this energy device for the exergetic
optimization. However, the CCHP system is less used when the



Fig. 11. Share of electricity provided by CCHP system and power grid in the winter day: (a) Considering constant efficiencies of all the energy devices; (b) Considering the
performance of the heat pump and the variation of the gas turbine electric efficiency at partial loads and constant efficiencies of other energy devices.

Fig. 12. Share of thermal energy provided by energy devices in the DES in the winter day: (a) Considering constant efficiencies of all the energy devices; (b) Considering the
performance of the heat pump and the variation of the gas turbine electric efficiency at partial loads and constant efficiencies of other energy devices.
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performance of the heat pump and the variation of the gas turbine
electric efficiency at partial loads are taken into account. In this
case, the CCHP system is mostly used at high loads, since its elec-
tric efficiency reduces at low loads. Conversely, when a constant
efficiency is assumed, the CCHP system is used also at lower loads,
resulting in the higher use of the CCHP system and the lower use of
grid power, as shown in Fig. 11a. The share of the electricity pro-
vided by the power grid is generally slightly higher when the per-
formance of the heat pump and the variation of the gas turbine
electric efficiency at partial loads are taken into account. In this
case, the heat pump is mainly off or operates at full load, since
its efficiency is the highest under full load condition. Conversely,
if a constant efficiency is assumed, the heat pump is used mostly
at partial loads, resulting in the higher use of the CCHP system
and the lower use of grid power, as shown in Fig. 11a.

Fig. 12 shows that for both the cases, when x varies from 1 to 0,
the use of exhaust gas for thermal purposes increases, coherent
with the increasing use of CCHP, highlighting the importance of
waste heat recovery for the exergetic purpose. In addition, the
use of the heat pump slightly reduces, showing that the heat pump
is important for both the objectives, and its contribution in reduc-
ing energy costs is higher than that in reducing primary exergy
input. Also the use of the biomass boiler reduces, highlighting
the importance of this energy device for energy costs. However,
when the performance of the heat pump and the variation of the
gas turbine electric efficiency at partial loads are taken into
account, the use of the exhaust gas for thermal purposes is slightly
lower, coherent with the lower use of CCHP system. Conversely,
the use of the heat pump is slightly higher when the performance
of the heat pump at partial loads is considered, since in this case
the heat pump is off or it is used at full load with the maximum
efficiency.
5. Conclusions

In this paper, exergy modeling and optimization are used for the
operation of a DES involving several energy devices that convert a
set of primary energy carriers to meet given time-varying demands
with different energy quality levels. The Pareto frontier, consisting
of the best possible trade-offs between the energy cost and exergy
efficiency, is obtained by minimizing a weighted sum of the eco-
nomic and exergetic objectives using branch-and-cut. Results
show that the operation of the DES is sensitive to the weights for
the two objectives. In addition, the contributions of each energy
device in reducing energy costs and the total exergy input are
demonstrated, showing that both fossil and renewable energy,
when appropriately combined, significantly reduce the energy cost
and improve the exergy efficiency. Finally, the performance of the
heat pump and the variation of the gas turbine electric efficiency at
partial loads are considered in the multi-objective optimization.
Slight variations in the optimized operation strategies of the DES
are found, as compared to those obtained under the assumption
of constant efficiency of all the energy devices. For the DES consid-
ered, under cost minimization the daily energy cost increases by
2.7% and under exergy minimization the daily primary exergy
input increases by 2.5%, as compared with values obtained with
the constant efficiency assumption for all the energy devices.

Although the capital investment costs of DESs are generally
high as compared with conventional energy supply systems using
the grid power only, it is shown that the energy costs can be much
reduced and the overall exergy efficiencies can be significantly
improved by the optimized operation of DESs. The operators of
DESs can choose the operation strategy from the Pareto frontier
based on costs, essential in the short run, and sustainability, crucial
in the long run. Although there are no benchmarks about exergy
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efficiency yet, results demonstrate that exergy should be included
in the energy legislation to improve sustainability by rational use
of various energy resources.
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